ISIP PUBLIC DOMAIN SPEECH RESEARCH TECHNOLOGY

Speech research technologies such as a speech recognition system and a speaker verification/identification system require an integration of knowledge across several domains such as signal processing, and machine learning. With the constant evolution and ever increasing complexity of the speech research technology, the development of a state-of-the-art speech recognition system or a speaker verification/identification system becomes a time-consuming and infrastructure-intensive task. 

Since 1994, ISIP has been developing free public domain software for the speech research community. Our speech recognition effort began with the development of a prototype system in 1996 [1]. The motivation for developing a prototype system was to demonstrate our speech recognition technology and to understand efficiency issues before we committed to a larger-scale implementation. Based on the prototype system, many applications have been successfully developed including Switchboard (SWB) [2], Call Home [2], Resource Management (RM) [3], and Wall Street Journal (WSJ) [4].

Since 1998, we have focused on the development of a modular, flexible, and extensible recognition research environment, which we refer to as the production system [5,6]. The toolkit contains many common features found in modern speech to text (STT) systems: a GUI-based front end tool that converts the signal to a sequence of feature vectors, an HMM-based acoustic model trainer, and a time-synchronous hierarchical Viterbi decoder. 

Recently, we have added a SVM trainer, a SVM classifier, and a set of supporting utilities to the production system that allows a user to build a hybrid HMM/SVM speech recognition system [7]. We have also extended the production system to speaker verification domain by implementing two speaker verification systems—one system is based on the generative GMM technology, and the second system is based on discriminative Support Vector Machines. We are also planning to add a hybrid HMM/RVM based speech recognition system [8] to the production system. All these new features will be embedded in the next release of the production system (r00_n12), which is scheduled at the beginning of May 2004.

All the components introduced above are developed based on an extensive set of foundation classes (IFCs). IFCs are a set of C++ classes organized as libraries in a hierarchical structure. These classes are targeted for the needs of rapid prototyping and lightweight programming without sacrificing the efficiency. Some key features include:

· unicode support for multilingual applications;

· math classes that provide basic linear algebra and
efficient matrix manipulations;

· memory management and tracking;

· system and i/o libraries that abstract users from details of the operating systems.

The software environment provides support for users to develop new approaches without rewriting common functions. The software interfaces are carefully designed to be generic and extensible. The complete software toolkit release, and the associated documentation is available on-line at http:// www.isip.msstate.edu/projects/speech/index.html.

ISIP SPEAKER VERIFICATION SYSTEM

GMM based system

The general approach to speaker verification, as shown in Figure 1, consists of 
the following stages: digital speech data acquisition, feature extraction, speaker adaptation, pattern matching, and decision mechanism. Additionally, enrollment is required to generate the models for each speaker.
The sequences of feature vectors, extracted from the speech signal, are compared to a model representing the claimed speaker via pattern matching. The speaker models are obtained from a previous enrollment process. An utterance-based score is used to accept or reject a speaker through hypothesis testing.

Figure 1: Architecture of Typical Speaker Verification System
Feature Extraction
In the feature extraction stage, the perceptually relevant, and meaningful information is extracted from the input speech signal. An industry standard Mel-frequency cepstral coefficients (MFCC) front end extracts 12 Mel-frequency cepstral coefficients (MFCC) plus the log energy at a frame rate of 100 frames per second. In order to model the spectral variation of the speech signal, the first and second order derivatives of the 13 coefficients are appended to yield a total of 39 coefficients per frame.

Pattern Matching

The likelihood of an observation is obtained using a multi-dimensional Gaussian mixture model (GMM) of the speaker’s voice using the following probability density function, given by equation 1. The total score of an utterance is computed by summing over the log likelihood scores of the individual frame scores.

Decision Mechanism
A binary decision to accept or reject a claimed identity is based on the likelihood score. If the null-hypothesis (
[image: image1.wmf]0

H

) represents the fact that the speaker is an imposter, and let the alternative hypothesis (
[image: image2.wmf]1

H

) represents the fact that the speaker is whom he claims to be, then, the likelihood ratio 
[image: image3.wmf])

(

z

A

l

of the claimed speaker 
[image: image4.wmf]A

 gives us the following decision criteria,


[image: image5.wmf])

|

(

)

|

(

1

0

)

(

H

z

p

H

z

p

A

A

A

z

=

l





[image: image6.wmf]}

){

(

1

0

,

,

H

choose

T

H

choose

T

A

z

K

K

>

£

l


where, 
[image: image7.wmf])

|

(

0

H

z

p

A

represents the conditional density of the likelihood score generated by imposters using speaker
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is our acceptance or rejection threshold.

SVM based system

While the feature extraction process is in a SVM based speaker verification system is similar to the GMM based system, the pattern matching and decision theory steps are based on a discriminative framework rather than a stochastic framework. This discriminative framework is represented by Support Vector Machines.

Pattern Matching

The score of an observation is represented by the distance generated during the classification of this observation on the speaker’s SVM model. ISIP SVM trainer supports linear, polynomial, and RBF kernels. The total score of an utterance is represented as an averaged sum of the distances corresponding to all frames in the utterance. 

Decision Mechanism
A binary decision to accept or reject a claimed identity is based on the averaged SVM distances. If the null-hypothesis (
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is selected if the total score is greater than a threshold T, and 
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is selected if the total score is less than or equal to the threshold T.
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�You have 6 stages and are taking about only 4 of them. Change six to following.
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