DESIGN OF A KEYWORD SPOTTING SYSTEM USING MODIFIED CROSS-CORRELATION IN THE TIME AND THE MFCC DOMAIN.
_____________________________________________________________________
A Thesis 
Submitted to 
the Temple University Graduate Board
______________________________________________________________________
in Partial Fulfillment
of the Requirements for the Degree
Master of Science in Electrical Engineering

By
OLAKUNLE ANIFOWOSE
JAN, 2012
                                                          ___________________________		            
        				        Dr. Robert Yantorno
                                                                        Thesis Advisor




Dr. Joseph Picone							Dr. Dennis Silage
Committee Member							Committee Member	
___________________________				__________________________

[bookmark: _Toc300485598]Abstract

A Keyword Spotting System (KWS) is a system that recognizes predefined keywords in spoken utterances or written documents. The objective is to obtain the highest possible keyword detection rate without increasing the number of false detections in a system. The common approach to keyword spotting is the use of a Hidden Markov Model (HMM). These are usually complex systems which require training speech data. The Typical HMM approach uses garbage templates or HMM models to match non-keyword speech and non-speech sounds. The purpose of this research is to design a simple Keyword Spotting System. The system will be designed to spot English words and should be easily adaptable to other languages
There are many challenges in designing a keyword spotting system such as variations in speech like pitch, loudness, timbre that make recognition difficult. There can be wide variations in utterances even from the same speaker. In this research, the use of cross-correlation, as an alternative means for detecting keywords in an utterance, was investigated. This research also involves the modeling of a global keyword using a quantized dynamic time warping algorithm, which can function effectively with multi-speakers. The global keyword is an aggregation of the features from several occurrences of the same keyword. This research also investigates the effect of pitch normalization on keyword detection. The use of cross-correlation as a method for keyword spotting was investigated in both the time and MFCC domain. In the time domain the global keyword was cross-correlated with a pitch-normalized utterance. A zero lag ratio (the ratio of the power around the zero lag obtained from a cross correlation to the power in the rest of the signal is computed) was computed for each speech frame, a threshold was then used to determine if the keyword is present. 
For the MFCC domain the MFCC features of each keyword were computed, normalized and cross-correlated with the normalized MFCC features of portions of the utterance of the same size as the keyword. Cross-correlation of MFCC features of the keyword with that of each portion of the utterance yields a single value between 0-1. The portion with the highest value is usually the location of the keyword. Results in the time domain varied from keyword to keyword, some words showed a 60% hit rate while the average obtained from various keywords from the Call Home database had an average of 41%. Cross-correlation of the keywords and utterance in the MFCC domain yielded a 66% hit rate in test conducted on all different keywords in the Call Home and Switchboard corpus.  The system accuracy is keyword dependent with some keywords having an 85% hit rate
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1 [bookmark: _Toc300485601]INTRODUCTION
1.1 [bookmark: _Toc300485602] Keyword Spotting
 Keyword spotting (KWS) is the identification of predefined keywords in spoken utterances. The use of keyword spotting technology has a variety of applications, it can be used to monitor prison inmates or terrorist conversation for flag words. It also greatly enhances current telephone network-based services such as automated phone operator or verifying credit card transactions. There are several types of keyword spotting system, they are:
· Speaker Dependent System:  The utterance and keyword are from the same speaker.
· Speaker Independent System: The utterance and keyword are from the different speakers.
1.2 [bookmark: _Toc300485603]Research Goal
The objective of this research is to implement a simple algorithm for detecting the presence of a keyword in an utterance using cross- correlation and an algorithm called STRAIGHT (Speech Transformation and Representation using Adaptive Interpolation of weighted spectrum). The input speech is to be normalized pitch-wise using Kawahara’s (2007) STRAIGHT algorithm before being cross-correlated with the keyword. The idea of modeling a global keyword will be considered. The goal is to generate a keyword that functions effectively for various speakers. Cross-correlation can be very useful in an application like keyword spotting. It can be used to check the similarity between a keyword and a whole utterance with the maximum peak of the resultant cross-correlation occurring where the keyword is present. The operational objective is to reduce the amount of false alarms while simultaneously increasing the keyword detection rate.

1.3 [bookmark: _Toc300485604]Previous Keyword Spotting Research Using F0
One of the approaches used to address the problem of keyword spotting is the use of fundamental frequency (F0) contour information (Yamashita, 2001). The fundamental frequency contains pitch information about the speaker. Keyword spotting normally involves the use of phonemic information. The system should be able to detect a phonemic sequence of input speech when it is the keyword. However, if the input speech contains a phonemic sequence which is similar to the keyword but not the keyword it might be incorrectly detected as the keyword creating a false alarm. An approach that involves the use of the F0 contour was proposed by Yamasita and Mizoguchi (2001). The idea is to determine the F0 contour of the predefined keyword; the F0 contour of the input speech is then compared using Dynamic Programming for matching to determine if the keyword is present in the speech. Their research showed that the use of the F0 information reduced the false alarm rate by 30 to 50%, for the equivalent detection rate. 
Keyword spotting, using the F0 contour involves spectral and pitch analysis of the input speech to determine a phonemic model [constructed for 26 phonemic units, including the pose (Perception of Spoken English)] [1]. Each model is represented by a five-state, three-loop continuous distributed HMM with four mixtures), phonemic score (, prosodic penalty ( and the keyword F0 template which is used to calculate a total score that determines if a keyword is present. If the total score obtained, using the information above exceeds a certain threshold that interval of the speech will be detected as the keyword. The threshold is computed using a weighting factor of w. The optimal w value is chosen based on the detection rate obtained by experimentation. The results generated for different weights can be seen below in Figure 1-1. The false alarm rate initial decreased as the weights increased.
[image: ]
[bookmark: _Toc300485033]Figure 1‑1 Detection rate and false alarm rate for various weighting factor w (Yamashita et al. (2001))
The block diagram in Figure 1-2 below shows the whole process for the keyword spotting system using F0 contours
[image: ]
[bookmark: _Toc300485034]Figure 1‑2 Keyword Spotting Using F0 Contour from Yamashita et al. (2001)
The phonemic score ( is obtained by first creating a phonemic model. Using the phonemic model the logarithmic probability of the keyword ( and syllable ( are determined. The phonemic sequence of an utterance and the keyword are used. The logarithmic probability of an utterance and the keyword from time t1 to t2 can be represented as  respectively. So, for example if the length of an utterance is T and the length of the keyword interval is t= tb to te. Then
                                                                    EQN 1
This logarithmic probability is then used to compute the phonemic score using the equation below:

The phonemic score is usually negative because.
The prosodic penalty () is obtained by comparing the F0 contour of the keyword with the utterance using Dynamic Programming (a means of finding similarities between sequences) matching and calculating the dissimilarity.
1.4 [bookmark: _Toc300485605]Alternative Keyword Spotting Approach Using HMM
In recent years the problem of Keyword Spotting (KWS) is addressed by using Hidden Markov Model (HMM) [Wilpon et al., 1990] and Continuous Speech Recognition (CSR) algorithms. In this approach, garbage templates or HMM models are used to match non keyword speech and non-speech sounds. When garbage models are defined, the input speech is then recognized by using a standard CSR algorithm in terms of an unconstrained sequence of garbage and keyword models. Furthermore, simple syntactical constrains are usually applied to the CSR system to reduce the error rate. 
1.5 [bookmark: _Toc300485606]Scope of Research
The aim of this research is to develop a keyword spotting system based on cross-correlation. This research method is the use of cross-correlation as a means of identifying the keyword in utterances in the time and as well as the MFCC domain. In order to apply the cross-correlation technique to keyword spotting, variations between the keyword and the utterance must be eliminated. Each keyword and utterance are normalized pitch-wise to reduce the pitch variation. In the time domain a pitch normalized utterance is cross-correlated with a given keyword. The features of several keywords are aggregated and averaged to generate a global keyword. The keyword will be detected based on the zero lag to rest ratio information from the cross correlation result. In the MFCC domain, the MFCC features of the keyword will be cross-correlated with that of the utterance. Both sets of features will be normalized in amplitude to ensure the cross-correlation result ranges between 0 and 1.
The Primary database used for this research is Call Home Database which contains more than 40 telephone conversations between male and female speakers. The conversations are 15-30 minutes long and contain varying amount of background as well as channel noise making the task more challenging. The algorithm was tested on the switchboard database. Switchboard database is a collection of about 2,400 two-sided telephone conversations among 543 speakers from all areas of the United States originally collected by Texas Instruments in 1990-1991 under DARPA sponsorship.

[image: ]
[bookmark: _Toc300485035]Figure 1‑3 Proposed Time Domain System for keyword spotting
[image: ]
[bookmark: _Toc300485036]Figure 1‑4 Proposed MFCC domain Keyword Spotting System








2 [bookmark: _Toc300485607] BACKGROUND STUDY
 This section contains a review of the literature on various speech techniques and concepts being considered in designing the keyword spotting system, such as:
· Quantized Dynamic Time warping algorithm (creation of a global keyword)
· MFCC
· Pitch Normalization
· STRAIGHT algorithm
· Pseudo Pitch Synchronous algorithm for speaker recognition
· Cross-Correlation 

[bookmark: _Toc300485608]2.1      Quantized Dynamic Time Warping Algorithm
 The quantized dynamic warping algorithm has been proposed by Zaharia et al (2010) as a means for a creating a global keyword that can be used with different speakers. This algorithm combines Dynamic Time Warping (DTW) and Vector Quantization. The idea is to create a single reference template for each keyword. This reference will be based on classes which are represented by a centroid or code word. The algorithm has the following steps:
1) The feature of each keyword is computed using Mel-Frequency Cepstral Coefficients   (MFCC).
2) The reference templates will be divided into various subsets: A,B……. for different keywords.
3) Compute the optimal path for each pair of A and B using a DTW algorithm
4) Using the optimal path calculate the centroid for each class.
5) The new vector C will be used as the new reference
6) This process is repeated starting with Step 2 and considering the C vector pairs as the new A and B subset until there is a reference model based on the centroid
7) The inverse MFCC of this new reference feature will be computed to obtain a noise excited waveform (time domain) representation of the keyword.

The generated noise excited waveform will be used as the reference keyword in our keyword spotting approach.
2.1.1 [bookmark: _Toc300485609] MFCC
Mel-frequency cepstral coefficients (MFCCs) are coefficients that collectively make up a Mel-Frequency Cepstrum (MFC). MFC is a representation of the short-term power spectrum of a sound, based on a linear cosine transform of the log power spectrum using the nonlinear mel scale of frequency.  MFCCS are derived from a type of cepstral representation of the audio clip (a nonlinear "spectrum-of-a-spectrum"). The difference between the cepstrum and the mel-frequency cepstrum is that for the MFC, the frequency bands are equally spaced on the mel scale, which approximates the human auditory system's response more closely than the linearly-spaced frequency bands used in the normal cepstrum. This frequency warping provides a  better representation of sound, 
MFCCs procedure is illustrated in Figure2-2 and is derived as follows:
1.   The speech signal is passed through a high pass filter for pre-emphasis. The goal here is to compensate for high frequency that was suppressed during sound production mechanism of humans.
2.   Take the Fourier transform of (a windowed portion of) a signal.
[image: ]
[bookmark: _Toc300485037]Figure 2‑1 Illustration of speech signal being represented as a sequence of spectral vectors
3. Map the powers of the spectrum obtained above onto the mel scale, using triangular overlapping windows.
4. Take the log of the power at each of the mel frequencies.
5. Take the Discrete Cosine Transform (DCT) of the mel log powers, as if it were a signal.
6. The MFCCs are the amplitudes of the resulting spectrum.
[image: ]
[bookmark: _Toc300485038]Figure 2‑2 The Procedure For Obtaining the MFCC 
2.1.2 [bookmark: _Toc300485610]Dynamic Time Warping
Dynamic time warping (DTW) is an algorithm for measuring the similarity between two sequences which may vary in time. It can be used to warp two speech templates  and  in time where X and Y are the computed MFCCs of the keyword. The function of time warping is to obtain the minimum distance between the two templates

[bookmark: _Toc300485611]2.13          Centroid
Each keyword has a reference template. So for example, two keywords can be represented by two vectors obtained using the MFCC. The two vectors A and B are the optima:
 Where  and . The centroid can be calculated as

The centroid value is then converted to a noise excited waveform representation using the inverse MFCC. The result of the inverse MFCC will be used as the global keyword that will be used in the cross- correlation.
2.2 [bookmark: _Toc300485612]Smoothening the Pitch 
Pitch variation between multiple speakers increases the error rate of a keyword spotting system; theoretically limiting the variation of pitch among speakers will reduce error rates. There are two approaches being considered for pitch normalization of the utterance before it is correlated with the keyword.
The first approach involves processing the speech signals by normalizing pitch of the speech utterance and the pitch of the keyword pitch using the STRAIGHT (Speech Transformation and Representation using Adaptive Interpolation of Weighted Spectrum) algorithm to normalize the pitch for different speakers. The keyword spotting algorithm can then be used to detect the keyword in the utterance.
The second approach also involves pitch manipulation for the speech signal, it attempts to align each individual frame to its natural cycle and avoid truncation of pitch cycles. This is known as Pseudo Pitch Synchronous signal processing. The keyword spotting algorithm can then be used to detect the keyword in the utterance
2.2.1 [bookmark: _Toc300485613] Straight Algorithm
STRAIGHT (Speech Transformation and Representation using Adaptive Interpolation of Weighted Spectrum) was proposed by Kawahara (1997). STRAIGHT is an improved channel VOCODER which produces speech of high quality in comparison to results typically generated by a channel VOCODER.  It manipulates the following parameters, smoothed spectrogram, fundamental frequency and time-frequency periodicity map [Banno et al 2007]. Typical speech has periodic interferences in both the time and frequency domain caused by excitation as can be seen in the top panel spectrogram in Figure 2-3 below. The center panel shows the spectrogram with reduced temporal variation using a complementary set of window. The bottom panel shows the effect of the STRAIGHT algorithm. Periodic interference has been minimized and it is much smoother in the STRAIGHT spectrogram in the bottom panel.
[image: ]
[bookmark: _Toc300485039]Figure 2‑3. Three dimensional Spectrogram plots of a Japanese vowel /a/ with the following axis.(frequency from left to right in HZ,time from front to back in ms and relative level vertical in dB) from Kawhara. (2006).
The STRAIGHT algorithm involves three steps:
A. Elimination of periodicity interference
B. Estimation of reliable F0 trajectories
C. Fine control of phase information for resynthesis
Figure 2-4 below is a diagram of the implementation of the STRAIGHT algorithm 
[image: ]
[bookmark: _Toc300485040]Figure 2‑4. Schematic Structure of Straight Algorithm.  A top level diagram of the implementation steps from (Banno et al,2007)


A. Elimination of periodicity interference
  This is the first step in the STRAIGHT algorithm. The objective here is to reconstruct a smoothed time frequency representation of the speech that has minimal interference generally caused by the periodicity of the signal. Excitation creates periodic interference in the frequency and time domain. If a signal is purely periodic, pitch synchronizing analysis can be performed to eliminate temporal variation by using a rectangular window. This window’s length has to be a multiple of the fundamental period in the sample. This approach can eliminate variation in the frequency and time domain easily, provided the fundamental frequency of the signal remains constant. In a speech signal, this is however not the case, because the fundamental frequency is constantly changing. As a result of this change it is impossible to neglect the spectral distortions that occur as a result of fundamental frequency estimation errors. These distortions are mitigated by using a time window that has a weak discontinuity at its boundaries. The speech periodic excitation is analyzed in a three dimensional space as shown in Figure 2-3, time, frequency and amplitude. It represents the global source characteristics, i.e., the shape and movements of the articulation organs. A periodic signal  has a fundamental period  which provides information such as the fundamental frequency  about the surface of each . Temporal interference around peaks can be removed by constructing a new timing window based on a cardinal B-spline (which acts as a smoothing function) basis function that is adaptive to the fundamental period. The second-order cardinal B-spline function is chosen because it places the second-order zeros on other harmonic frequencies making the resultant spectrum less sensitive to F0 estimation errors.
B. Reliable F0 extraction.
    Natural speech is not purely periodic or stable so it is difficult to obtain the fundamental frequency F0 simply by inverting the period . The objective at this stage is to extract the instantaneous frequency of the fundamental component of the signal. The fundamental frequency can’t be extracted without knowing what it is in advance. To solve this problem a measure is introduced to represent the fundamental-ness without using a-priori knowledge about the fundamental frequency. Using an analyzing wavelet (t ) made from a complex Gabor filter (a linear filter normally used for edge detection and very effective at texture representation and discrimination) having a slightly finer resolution in frequency , the input signal can be divided into a set of filtered complex signals D(t, ).

Where :
D(t, ) = 
(t) =
              
The fundamental index M(t, ) is calculated for each channel ( based on this output. The definition of the index is given as:

The index M can be normalized and scaled without any adjustments. Extracting F0 simply means finding the maximum index of M in terms of  and calculating the instantaneous frequency using the outputs of neighboring channels around .
C. Fine control of phase information for resynthesis.
The extracted F0 is used to resynthesize speech signal y(t) using the following equation:


Where Q represents a set of positions of the excitation for synthesis, G( ) represents the pitch modification. The all-pass filter  is used to control fine pitch and temporal structure of the source signal.  is the Fourier transform of the minimum phase impulse response calculated from a modified amplitude spectrum.


and:                                                          
where q represents frequency.
2.2.2 [bookmark: _Toc300485614] Pseudo Pitch Synchronous Analysis of Speech
 This is an alternative method for limiting the effect of pitch variation for different speakers.
 Variations in pitch cause variations in these features and will increase the error rate of the system. Also, the parsing of the raw, input speech signal into frames with a constant frame size does not encourage alignment with natural pitch cycles and using multiple frame sizes is not computationally ideal. This leads to the addition of ‘extra’ samples or artifacts in the power spectrum. This affects the results of the Mel cepstral computation.  Zilca e tal (2006) introduced three Pseudo Pitch Synchronous (PPS) signal processing procedures that attempt to address the above problems. Their objective is to keep a constant frame size and still align the frames to their natural pitch cycles while not truncating the pitch cycles in the process. 
PPS Algorithm
Three PPS algorithms DePitch, SyncPitch and PadPitch will be described. The input of the algorithms is a time domain speech signal and the output is also a time domain speech signal which unfortunately, is not continuous since speech frames typically overlap. The general procedure of the algorithms is shown in Figure 2-5 below and is performed independently for each frame. 
[image: ]
[bookmark: _Toc300485041]Figure 2‑5. Block Diagram of the DePitch and SyncPitch methods.
 
The input speech frame is windowed with a Hamming window. The Hamming window has its maximum amplitude as 1 and is non-zero between 0 and N-1 samples. It is used to minimize the height of the maximum side lobe. After windowing, the speech frame undergoes linear prediction analysis to derive the LPC coefficients. Using the LPC coefficients, the residual signal is calculated by filtering the output of linear prediction analysis above using the inverse LPC filter.  The LPC algorithm determines the all-pole filter which fits the spectrum of the input signal frame and it minimizes the error between the spectrum of the input and the frequency response of the filter. The inverse LPC filter extracts the LPC residual signal which represents the input signal to the voice tract.  Pitch estimation (pitch and voice detection) is performed on the residual signal using an autocorrelation method. Only frames of the residual signal classified as voiced undergo this process. Voice speech detection is done in two major steps as shown in Figure 2-6 below:

[image: ]
[bookmark: _Toc300485042]Figure 2‑6. Pitch and Voicing Detection block diagram
A nonlinear function is applied to the residual signal performing center clipping and compression as shown in Figure 2-7. The center clipping function eliminates the center/middle amplitudes of a signal leaving only the maximum and minimum points which carry most of the information in the signal. The threshold, TH (or clipping level) of the clipping function is calculated for each frame using  and is based on the full scale as determined by FS=max{|H|,|L|}. The final  is chosen by experimentation. The nonlinear function (NLF) is given by 

              EQN11
Where:
FS = Full scale of frame. 
H = maximum sample value in residual frame. 
L = minimum sample value in residual frame. 
α = constant fraction, chosen to be 0.07 in this case. 

[image: ]
[bookmark: _Toc300485043]Figure 2‑7. Clipping Function Used in Voicing and Pitch Detection
Then, the sample autocorrelation function is computed. Autocorrelation is the cross-correlation of a signal with itself and is used to find repeating patterns like the main periodic signal in a mixture of signal and noise. This method takes the input series, splits it in half and steps through the computation each time shifting the second half by 1 sample. The resulting autocorrelation function has the general shape as shown in Figure 2-8 below. It has a main peak which signifies the residual signal energy and additional peaks (local maxima) corresponding to other modes of periodicity. 
[image: ]
[bookmark: _Toc300485044]Figure 2‑8. Illustration of AutoCorrelation Function in the Voicing and Pitch Detector
The outputs of the pitch and voice detector are the voicing score and the pitch. The voicing score is the ratio between autocorrelation values at the secondary peak and at the main peak. The pitch lag is the difference in the number of samples between the main peak and the second largest peak. The more random the residual signal, the more the autocorrelation function resembles an impulse function and the closer the voicing score is to 0 (0/1 = 0). The more periodic the residual signal, the closer the voicing score is to 1 (1/1 = 1).  The pitch cycle is then determined.
The pitch cycle is then interpolated and shifted cyclically. The Interpolation low pass filters the residual signal. As mentioned previously there are three different PPS algorithm and they are:
· Depitch
· Syncpitch
· Pad Pitch

DEPITCH
The depitch has two stages. Stage I of the depitch algorithm “extracts a single pitch cycle consisting of p samples from the center of the frame, where p is the estimated pitch cycle in samples.” (Zilca 2006) Stage II of the depitch algorithm “interpolates the p samples to fit the size of one frame, N (up-sample from p to N).” To up-sample, add N-1 zeros between each sample in the residual signal and then filter with a sinc, low-pass filter with cut-off frequency at   . This stage results in some loss because some samples are ignored if they are not in the center of the frame. However, there is an overlap between the frames so in the end; a minimal number of samples are ignored. Interpolating involves low pass filtering and this leads to some spectral distortion in the output speech spectrum. The Depitch algorithm seeks to improve the accuracy for the subset of high-pitched speakers and pitch mismatched trials that normally perform significantly worse than average.  If implemented correctly, depitching will lead to a better distribution of individual errors in the subset.   In speech recognizers, depitching forces all voiced frames to have the same pitch frequency and thus greatly reduces the issues with variable pitch. After depitching, the resulting power spectrum is smoother than the original spectrum as can be seen in Figure 2-9. This is because the effects of the fundamental frequency fluctuations have been removed.  We expect an improvement in the false alarm and detection rate if we use the depitching algorithm as a front end process for the keyword spotting system because there will be minimal variation in pitch for different speakers. 

[image: ]
[bookmark: _Toc300485045]Figure 2‑9. Effect of depitch on the power spectrum (a) original and (b) depitched




SYNCPITCH
  Syncpitch has two stages. Stage I of the syncpitch algorithm is used to calculate the maximal number of pitch cycles, nmax that would not exceed the frame size N. nmax x p samples of the residual signal are then extracted, where p is the estimated pitch cycle in samples.”(Zilca, 2006) Stage II of the Syncpitch algorithm is used to interpolate the nmax samples to fit the size of one frame . A cyclic shift is then performed such that the frame’s edges have the lowest energy. This stage leads to some loss because some samples are ignored in each frame but the overlapping of frames helps minimize loss. There is still some spectral distortion with the use of the low pass filter but not as much distortion as in the Depitch algorithm because nmax is closer to N than p is. Syncpitch is a milder version of depitch in terms of filtering. Depitch forces a single pitch cycle in every frame (p) while Syncpitch up-samples to the closest possible integer number of pitch cycles. Syncpitch addresses mainly the alignment of the pitch cycles and maintaining most of the original frequency information. Its cutoff frequency is . After syncpitching, the resulting power spectrum has the same spectral structure as the original spectrum. The Syncpitch method as mentioned before, is a mild version of the depitch method and is not expected to have much spectral distortion and this is shown in Figure 2-10 below. 

[image: ]
[bookmark: _Toc300485046]Figure 2‑10. Effect of syncpitch on spectrum (a) original and (b) syncpitched


PADPITCH
The Padpitch also has two stages. Stage I of the padpitch algorithm is to “calculate the maximal number of pitch cycles, nmax, that would not exceed the frame size N. Then, extract nmax x p samples of the residual signal, where p is the estimated pitch cycle in samples.” (Zilca,2006) Stage II of the padpitch algorithm is used to “set the remaining (N - nmax x p) samples to zero and perform a cyclic shift such that the frame edges have the lowest energy ”. Padpitch is an attempt to eliminate the need for a low pass filter due to interpolating by zero padding instead. Samples are zeroed out instead of being completely ignored as is the case with other PPS algorithms. Padpitching eliminates the interpolation process and just performs zero padding. This means there is no loss from filtering and as can be seen in Figure 2-11 below, the processed spectrum is closer to the original than in the other cases. 
[image: ]
[bookmark: _Toc300485047]Figure 2‑11. Effect of padpitch spectrum (a) original and (b) padpitched
2.3 [bookmark: _Toc300485615]Cross Correlation
Cross-correlation is a measure of the similarity between two waveforms as a function of time lag applied to one of them while auto-correlation is the cross-correlation of a signal with itself resulting in a peak at a lag of zero. There are three possible outcomes of correlation. 
· Positive correlation: when one variable rises, the other variable rises
· Zero correlation: no correlation what-so-ever, 
· Negative correlation: when as one variable rises the other falls. 

The cross-correlation test of two time-series data sets involves time-shifting one data set relative to the other data set. Each shift is called a "lag", and the lag time is simply the sampling period of the two time-series data sets. A typical cross-correlation graph of a pair of periodic signals shows enough lags in both negative and positive directions to show the cyclical relationship of the two sets of data. The time series being correlated perfectly match up only at the zero lag point.

Cross-correlation function is used to obtain the similarity between the keyword and the utterance. The cross-correlation function is given by:

Where the signals X and Y are the utterance and keyword respectively and N is the length of the keyword. The cross-correlation function result depends on the recorded speech strength and the duration of the recording. The maximum power of the correlation of the utterance and keyword should reside at the zero-lag (or around for closely related but not exactly matching signals).  The cross-correlation will be implemented both in the time and MFCC domain.

For the time domains cross-correlation (TDCC) of a keyword and an utterance these are the steps for the algorithm:
1. Let the length of the keyword or phrase be n. The cross correlation of the keyword and the first n samples of the utterance are computed. 
2. The power around the zero lag (for now the first one tenth portion is observed, but this could be varied) is obtained and compared to the power in the rest of the correlation signal. That is, the ratio of the power around the zero lag to the power in the rest of the signal is computed. This ratio is referred to as Z to R Ratio (ZRR). 
3. If ZRR is greater than a certain threshold (2.5 has been used for now, but this can be varied based on the hits and false alarms results to determine the optimum threshold), then that segment of the utterance contains the keyword or phrase. 
4. The test utterance is shifted by 10ms (variable) and the process is repeated.
5. If there is no segment with a ZRR greater than 2.5, the utterance does not contain the keyword

2.4 Previous Research Using Cross-Correlation to identify cover songs
Daniel Ellis developed an algorithm for identifying cover songs which are similar songs being performed by different musicians (Ellis,2007). The research goal was to identify similarities between audio recordings performed by various musicians with the aid of cross-correlation algorithm. To avoid variation due to the effects of using different instrumentation the feature of focus in the experiments were 12 dimensional chroma features. Chroma features represent both the melody and the broad harmonic component in an audio recording. Two audio recordings are compared for similarity by cross-correlating their chroma features and looking for peaks that show high similarities between the chroma features of each recording. Figure 2-12 below shows what the typical chroma features for an audio recording looks like and the result of cross-correlating chroma features that are similar.

[image: ]
[bookmark: _Toc300485048]Figure 2‑12 The top first two panes show the chroma features for two versions of the song performed by different artist. The third pane shows a two dimensional cross-correlation of all possible chroma rotations and the bottom pane shows peaks where there is good alignment between the two songs in both the raw and filtered versions


3 [bookmark: _Toc300485616] PRELIMINARY EXPERIMENTS
This chapter contains the results of experiments conducted using the cross correlation technique detailed in the section above. The signal comparisons were all done in the time domain. 

Speech Database 
 Speech data used in the experiments were obtained from the Call Home speech database which contains more than 40 telephone conversations between male and female speakers. The conversations are 15-30 minutes long and contain varying amounts of background as well as channel noise making our task more challenging. The database consists of utterances containing the following keywords Bizarre, Circumstance, Conversation, Necessarily, Really, Relationship, Something, Think, Tomorrow.
Three different scenarios were considered:
1. Speaker Dependent - The keyword is present in the test utterance and the reference keyword is the same word extracted from the same utterance.
2. Speaker Independent- The keyword is present in the utterance and the reference keyword has been uttered by a different speaker.
3. The keyword is not present in the utterance.
3.1 [bookmark: _Toc300485617]Speaker Dependent System
For the speaker dependent experiments the keyword present in the test utterance is the reference keyword. The keyword is Bizarre. 7 utterances from the Call Home database, 3 males and 4 females were used. Below is an illustration of the results obtained using the cross-correlation technique. The utterance is “ah its so bizarre that you would call me” from a male speaker. The highlighted portion in red is the keyword bizarre correctly detected by the algorithm
[image: ]
[bookmark: _Toc300485049]Figure 3‑1. Utterance with the detected keyword Bizzare highlighted in Red.
The plot below shows the zero lag ratio computed for the speech signal above, the zero lag ratio was used to determine if the keyword is present in the speech and at its particular location.
[image: ]
[bookmark: _Toc300485050]Figure 3‑2. Zero Lag Ratio Corresponding to the result in Figure 3-1
The overall result obtained by using this technique on the seven utterances where the keyword being compared to the utterance is directly extracted from the utterance, can be seen in the Table 3-1 below.

[bookmark: _Toc300484995]Table 3‑1. Result Generated For a Speaker Dependent Implementation for keyword bizarre
	Gender
	Hits
	False alarm
	Miss

	Male
	Yes
	No
	No

	Female
	No
	No
	Yes

	Female
	Yes
	No
	No

	Female
	Yes
	Yes
	No

	Female
	Yes
	No
	No

	Male
	Yes
	No
	No

	Male
	Yes
	No
	No



From the data set above we see that this technique is promising for a speaker dependent system. Out of 7 speakers, there is one false alarm and a total of one miss and it is interesting to note that this error occurs with a female speaker. The maximum zero lag generally occurs at the position of the keyword because this is an ideal situation where the keyword being cross-correlated is exactly the same as the one present in the utterance.
3.2 [bookmark: _Toc300485618] Speaker Independent System 
 For this experiment five male speaker utterances containing the keyword ‘really’ were used. The keyword ‘really’ was extracted from one of the speakers and cross correlated with 4 male and 4 female speakers. The results generated from this experiment were not that good due to variation in speaker information such as pitch. Pitch mismatch increases error rate in speech systems. Removing as much speaker information as possible from an utterance will make the algorithm perform better. Pitch is one feature of the speaker information that can be adjusted to minimize variation among speakers. The results can be seen in the tables below. From this experiment it was observed that the choice of keywords was essential. Using the wrong keyword has a detrimental effect on the results generated by the algorithm. Below is an example of such an effect, the keyword chosen for the experiment below showed the worst performance during testing. Out of 9 utterances, one keyword was correctly detected.
[bookmark: _Toc300484996]Table 3‑2 Speaker Independent Experiment 1
	Gender
	Keyword
	Hits
	False alarm
	Miss

	Male 4521
	Really
	yes
	No
	No

	Male 4686)
	Really
	No
	No
	Yes

	Male 4808_1
	Really
	No
	Yes
	No

	Male 4808_2
	Really
	No
	No
	Yes

	Female 4576
	Really
	No
	Yes
	No

	Female 4580_1
	Really
	No
	Yes
	No

	Female 4580_2
	Really
	No
	Yes
	No

	Female 4677
	Really
	No
	No
	No



Using  keyen_4686_2M_1_really. wav as the keyword. This is the keyword “really” extracted from one of the speakers







[bookmark: _Toc300484997]Table 3‑3 Speaker Independent Experiment 2
	Gender
	Keyword
	Hits
	False alarm
	Miss

	Male 4927
	bizarre
	no
	yes
	no

	Male 6047
	bizarre
	yes
	no
	no

	Female4371
	bizarre
	no
	yes
	yes

	Female 4335
	bizarre
	no
	yes
	no

	Female 4184
	bizarre
	yes
	no
	no

	Female 4145
	bizarre
	no
	yes
	no



Using  keyen_4071_1_1_bizarre. wav as the keyword. This is the keyword “bizarre” extracted from a female speaker.
From the result above we see that it is very important to have an optimal keyword for the system to increase the likelihood of hits, the results vary depending on the keyword used with some performing better than others.  Table 3-2 of results had 1 single hit, 4 false alarms and 2 misses. Table  3-3has 2hits, 4 false alarms and one miss. Also, for the speaker independent system, the number of false alarms increases dramatically due to the vast difference in speaker features such as pitch. However varying the zero lag threshold increases the performance of the system. An optimal threshold will be decided upon based on the statistics for the hits, false alarm and misses. A receiver operating characteristics (ROC) curve will be generated for this purpose.
3.3 [bookmark: _Toc300485619]Keyword Not Present in Utterance
 For this experiment the keyword used is “Circumstance” from a male speaker and it is cross correlated with eight utterances from male and female speakers with the keyword absent. Below in Figure 3-3 is a plot of the utterance with no keyword present.
[image: ]
[bookmark: _Toc300485051]Figure 3‑3. Utterance with no keyword detected.
Figure 3-4 below shows the zero lag ratio computed for the speech signal above, the zero lag ratio was used to determine if the keyword is present in the speech and its particular location. For the speech above there was no keyword present so the zero lag ratio was very small with its maximum value in the 0.21 range. Using the cross-correlation technique the zero lag ratio was very low when the keyword was not present in the utterance.
[image: ]
[bookmark: _Toc300485052]Figure 3‑4. Zero lag ratio corresponding to result in Figure 3-3 above

[bookmark: _Toc300484998]Table 3‑4 Experiment 1 Keyword circumstance from a male speaker Not Present in Utterance
	Gender
	Keyword Detected
	Keyword Not Detected

	Male 4074
	No
	Yes

	Female 4145
	No
	Yes

	Female 4184
	No
	Yes

	Female 4335
	No
	Yes

	Female 4371
	No
	Yes

	Male 4927
	No
	Yes

	Male 6047
	No
	Yes


 
Using the keyword ‘circumstance’ which was absent in the test utterances, there were no hits or false alarms.
Another set of experiments was run using a new keyword ‘Conversation’ from a female speaker where the keyword is not present in any of the utterances. The results can be seen in the Table 3-5 below. Out of 7 utterances, 3 produced false alarms even though the keyword was absent from the utterances.




[bookmark: _Toc300484999]Table 3‑5 Experiment 2 Keyword “Conversation” female Not Present in Utterance.
	Gender
	Keyword Detected
	Keyword Not Detected

	Male 4074
	No
	Yes

	Female 4145
	Yes 1 false alarm
	No

	Female 4184
	No
	Yes

	Female 4335
	Yes 2 false alarms
	No

	Female 4371
	Yes 1 false alarm
	NO

	Male 4927
	No
	Yes

	Male 6047
	No
	Yes


[bookmark: _Toc296180482]
3.4 [bookmark: _Toc300485620]Keyword Properties
[bookmark: _Toc300485000]Table 3‑6 Table Properties of keywords of interest
	Keyword
	AVERAGE MFCC FEATURE SIZE
	Average Length (secs)
	Length Variance
	No. of Phonemes

	University
	13×25
	0.62
	0.09
	10

	Conversation
	13×22
	0.66
	0.18
	10

	Computer
	13×17
	0.38
	0.08
	8

	College
	13×22
	0.45
	0.09
	5

	English
	13×18
	0.39
	0.07
	6

	Language
	13×18
	0.44
	0.10
	7

	Program
	13×28
	0.55
	0.13
	7

	School
	13×16
	0.40
	0.09
	4

	Something
	13×20
	0.42
	0.11
	6

	Student
	13×15
	0.37
	0.11
	7

	Bizarre
	13×22
	0.52
	0.15
	5



Results generated in keyword spotting are dependent on the choice of keywords. Certain keywords perform better than others. The algorithm has to be tested on various keywords to obtain a general idea of system performance. Various keywords have different length and MFCC Feature size. Shown above in Table 3-6 are the parameters of some of the keywords studied. Each keyword has distinct properties that set them apart from each other such as their feature size and variation in length across the speech database.














4 [bookmark: _Toc296180487][bookmark: _Toc300485621]SYSTEM DESIGN
Keyword spotting involves detecting a keyword in an utterance and determining its location. For the purpose of this research the method being investigated is cross-correlation both in the time domain and the MFCC domain.
4.1 [bookmark: _GoBack][bookmark: _Toc300485622] Time Domain
The keyword spotting approach proposed for this research involves a series of steps that will be optimized to obtain the best performance. As discussed in Chapter 2 quantized dynamic time warping will be used to generate a global keyword. The keyword and utterance will be normalized pitch-wise using either the STRAIGHT algorithm or the Pseudo Pith Synchronous technique to account for variations in pitch between speakers. The modified cross correlation algorithm discussed in Chapter 2 will be used to detect the keyword using the zero lag information. The maximum zero lag ratio will be used to identify the keyword. The overview of the system can be seen below in Figure 4-1.
[image: ]
[bookmark: _Toc300485053]Figure 4‑1 Time domain Keyword Spotting System
[bookmark: _Toc278195960]
4.1.1 [bookmark: _Toc300485623]Modeling a Global Keyword
The vector quantization dynamic time warping described in Chapter 2 will be used to compute a reference keyword as an average of all the keywords so the features of each keyword are present in the global model. Initial experiments showed that the keyword used in the keyword spotting algorithm is very important; some keywords had higher detection rates than others. The MFCC feature for each keyword will be computed and an optimal path for the features will be determined using a Dynamic Time Warping algorithm. Based on the optimal path, centroids are computed continuously until there is a reference template. This reference template is used to compute the inverse MFCC which is a noise excited waveform representation which will be used as the global keyword. It contains a portion of various keywords from different speakers making it an ideal keyword model. For example, the approach takes 8 instances of a certain keyword and computes their individual MFCC features. The MFCC features are separated into 4 pairs of 2. For each pair the optimal path is computed using a Dynamic Time Warping algorithm. Using the optimal path obtained the MFCC features are averaged. The process is repeated until only a single vector is obtained as a representation of the 8 instances of the keyword. The single vector is then converted back to the time domain by computing the inverse MFCC. 
4.1.2 [bookmark: _Toc300485624]Smoothening the pitch
There is variation in the pitch of time signals that leads to jitters. The objective of Smoothening the pitch is to limit the effects of pitch on the results generated by the cross correlation algorithm by reducing variations. The utterance to be cross-correlated with the keyword will be smoothed pitch-wise using the STRAIGHT algorithm developed by Kawahara. 
4.1.3 [bookmark: _Toc300485625]Cross Correlation and Zero Lag Ratio
The keyword, after having its pitch normalized, will be cross-correlated with the keyword frame by frame in the time domain.  The cross correlation will be computed in the time domain using the steps outlined below.
Time Domain Cross Correlation Algorithm steps:
1. Let the length of the keyword or phrase be n. The cross correlation of the keyword and the first n samples of the utterance is computed. 
2. The power around the zero lag (for now the first one tenth portion is observed but this could be varied) is obtained and compared to the power in the rest of the correlation signal. That is, the ratio of the power around the zero lag to the power in the rest of the signal is computed. This ratio could be referred to as Z to R Ratio (ZRR). 
3. The test utterance is shifted by 10ms (variable) and the process is repeated.
4. The maximum zero lag ratio will be used to identify if a keyword is present.
4.2 [bookmark: _Toc300485626]MFCC Domain
The approach here is the use of cross-correlation as a means of comparing the keyword and the utterance. MFCC features of the keyword and the utterance are computed and will be cross-correlated. The rationale here is that the maximum peak of the cross-correlation result should reside at the position of the keyword in the utterance. The algorithm has the following steps which can also be seen visually in Figure 4-2.
Previous research has shown that MFCCs can represent detailed characters of any audio file [14]. 13th order magnitude MFCC features are used in this research. Figure 4-2 shows the typical MFCC feature of a word. 
[image: ]
[bookmark: _Toc300485054]Figure 4‑2 13th order MFCC features for the keyword college
Using a dynamic time warping algorithm to compute the unnormalized distance between the MFCC features of several keywords it was observed that several instances of the same keyword from different speakers have a closer unnormalized distance between them in comparison to other words. The distances were averaged to determine a suitable distance representation for each keyword. Table 4-1 shows the average unnormalized distance between MFCC features of other words with the keyword “college”.
[bookmark: _Toc300485001]Table 4‑1 Table illustarted distance between MFCC Features of different keywords
	College keyword
	Distance

	College
	1.1

	University
	2.1

	Something
	

	Conversation
	1.98

	School
	1.1

	Zero
	0.98

	Program
	2.1

	Language
	1.5

	Bizarre
	7.8

	Circumstance
	2.6

	Really
	3.2


 
4.2.1 [bookmark: _Toc300485627]Methodology
1. Smoothened the pitch of the utterance and keyword. Determined the length of keyword as variable n
2. Compute the MFCC feature of the keyword and normalize it by dividing by its maximum.
3. Compute the MFCC features for the first n samples of the utterance.
4. Normalize the MFCC features of that portion of the utterance by dividing by the maximum.
5. Cross-correlate the normalized features and obtain a vector r.
6. For each vector space, if there was a 13 by 75 vector space, you would end up with 1 by 75 vector where those 75 values are the maximum in each feature space.
7. The max of this vector is a single value that will be stored in a matching score matrix R. This value ranges between 0 and 1.
8. Shift the utterance position by 12.5ms.
9. Repeat steps 4 to 8 until the end of the utterance.
10. Final result is a matching score R matrix with a value at each shift along the utterance.
11. The maximum matching score value is the location of the keyword
Research has been performed using cross-correlation as a means of identifying cover songs {Daniel Ellis 2007}. The idea is to detect when the same song is performed by two different musical groups. This however differs from our research. The application is different and the features used are different. Elli’s research uses Chroma features (which is a representation for music audio in which the entire spectrum is projected onto 12 bins representing the 12 distinct semitones of the musical octave) to identify similar songs. The Chroma features provide useful musical information about the audio and can highlight musical similarity that is not easily identified in the original spectra. For the purpose of this research the application is keyword spotting and the features of interest are the MFCC.
[image: ]
[bookmark: _Toc300485055]Figure 4‑3 MFCC Domain Keyword Spotting System

4.2.2 [bookmark: _Toc300485628] Smoothening the Pitch 
There is great variation in speech features that have an effect on keyword spotting performance. One such feature is the pitch. To limit the effects of pitch on the result of the keyword spotting system, speech files (utterance and keywords) are smoothed pitch-wise using an algorithm developed by {Kawahara 2003} known as the STRAIGHT algorithm. The Straight algorithm divides the speech signal into source parameters and spectral parameters and recreates high quality speech after some refinement to the pitch. First the fundamental frequency is extracted from the speech file, this is done using the speech file, sampling frequency, upper and lower limits on the frequency scale as inputs to determine the fundamental frequency. Figure 4-4 shows the input-output relationship.
t[image: ]
[bookmark: _Toc300485056]Figure 4‑4 Fundamental Frequency extraction in the Straight Algorithm.
For pitch normalization, the next step is to determine the amount of aperiodic component in a time-frequency representation. The inputs in this case are the input signal, sampling frequency and the estimated fundamental frequency previously determined. Using the three inputs above the amount of aperiodic component is determined. The next step is the extraction of spectral information by computing the spectrogram (smoothed time frequency representation) using the input signals, sampling frequency and fundamental frequency as parameters. The input signal is then resynthesized as a pitch smoothed signal using the spectrogram, fundamental frequency, aperiodic component and sampling frequency as input. This process is illustrated in Figure 4-5
[image: ]
[bookmark: _Toc300485057]Figure 4‑5 Last Phase of the Straight Algorithm.
[image: ]
[bookmark: _Toc300485058]Figure 4‑6 Spectrogram Before and after Pitch Normalization of a keyword
4.3 [bookmark: _Toc300485629]Experimental Setup
The Call-Home database is a collection of 15 to 30 minute recordings of conversation between two speakers (same or different gender) over a telephone line. The conversations are split into two channels. Since it is real time conversation, one speaker waits while the other is speaking. Using the transcription for the call home database, several keywords were extracted from the speech files in the database namely:    college, university, language, something, student, school, zero, relationship, necessarily, really, think, english, program, tomorrow, bizarre, conversation and circumstance. Segments of the speech database containing the keywords listed above are also extracted as utterances for testing purpose. These utterances vary in length from 30secs to 2mins.
4.3.1 [bookmark: _Toc300485630]Time Domain Test
The keyword and utterance signals are normalized in terms of amplitude. During testing the length of the keyword is first determine. Then portions of the utterance of the same length as the keyword are then cross-correlated. A zero lag ratio is computed at each instance. Portions of the utterance with the highest zero lag ratio is identified as possible keywords location in the utterance.  The keyword in question is a global keyword generated using a dynamic time warping algorithm.
4.3.2 [bookmark: _Toc300485631] MFCC Domain Test
During testing the MFCC features of the keyword are computed and then normalized. The MFCC features are normalized to a unit norm to ensure that the cross-correlation results will produce results similar to a cosine similarity measure between two vectors. The result of a cosine function is equal to 1 when the angle between two vectors is zero meaning they are very close but when the angle between the vectors are any other magnitude the cosine function is less than 1. Then portions of the utterance sharing the same magnitude as the keyword have their MFCC features computed and normalized. These two features are then cross-correlated to generate a matching score between 0 and 1. This matching score is stored in a matrix; the position along the utterance is then shifted by 12.5ms (a window frame short enough to ensure all portions of the utterance is checked and long enough to reduce overall computational time) until another portion of the utterance (measuring the same size of the keyword) is obtained. The process is repeated until the end of the utterance is reached. The final result is a matrix of values ranging from zero to one, a plot of the matrix value will typically show a very high cross correlation value at the location of the keyword as illustrated in Figure 4-6. 
[image: ]
[bookmark: _Toc300485059]Figure 4‑7 Plot Illustrating the matching score matrix of a typical speaker independent result with a high peak around 1
 In an ideal case where the keyword and utterance and from the same speaker, the region on the plot corresponding to the keyword is as close to one as possible. In the non-ideal case where the utterance and keyword are from different speakers, the cross correlation number around the keyword is usually greater than those of other portion of the utterance. 
Two different scenarios are to be considered:
1. Speaker Dependent - The keyword is present in the test utterance and the reference keyword is the exact same word extracted from the same utterance.
2. Speaker Independent- The keyword is present in the utterance and the reference keyword has been uttered by a different speaker.


5 [bookmark: _Toc300485632]RESULTS
5.1 [bookmark: _Toc300485633]Time Domain Results
Keyword of interest-Bizarre
All Speaker Independent test- keyword used is a Global keyword and a zero lag to rest ratio discussed in section 4.1.3 was used to determine the location of the keyword.
En 4074_1_1(5secs)
 “What they stole was just bizarre mostly worthless.”
 (
The maximum zero 
lag  to
 rest ratio corresponds to the location of the keyword.
)[image: ]
[bookmark: _Toc300485060]Figure 5‑1 Zero lag Plot of test utterance 4074_1_1
It can be seen in the Figure 5-1 above that the location of the keyword corresponds to the maximum Zero lag ratio. The experiment was conducted with a global keyword.
En 4927_2_1(4 secs)
“Its just really bizarre the whole story of how it got in there”
 (
The maximum ZRR corresponds to the location of the keyword.
)[image: ]
[bookmark: _Toc300485061]Figure 5‑2 Zero Lag Ratio Plot for Utterance 4927_2_1
It can be seen in the Figure 5-3 above that the location of the keyword corresponds to the maximum Zero lag ratio. 
En 6047_2_1(3secs)
“ah its so bizarre that you would call me”
 (
The maximum ZRR corresponds to the location of the keyword.
)[image: ]
[bookmark: _Toc300485062]Figure 5‑3 Zero Lag Ratio Plot for Test Utterance 6047_2_1
It can be seen in the Figure 5-4 above that the location of the keyword corresponds to the maximum ZRR. 
En 4371_2_1(4 secs)
“This was so bizarre that you  might hate it when its really nice”
 (
This is the position of the keyword. However it is not the maximum ZRR. The problem here is that the global keyword is a similar to other keywords from other speakers but very different from this speaker.
)[image: ]
[bookmark: _Toc300485063]Figure 5‑4 Zero Lag Ratio Plot for Test Utterance 4371
It can be seen in the Figure 5-5 above that the location of the keyword was not ZRR.  The drawback of performing cross-correlation in the time domain is that the global keyword must be as similar as possible to the keyword in the utterance. However that is not the case, the global keyword is an aggregate of several instances of the same keyword. Some keywords are more prevalent than others.
En 4145_2_1(10 secs)
“But he just started this week he started rolling that I can feel. I mean they roll the whole time but now I can feel them rolling and its totally bizarre”
 (
This is the position of the keyword. However it is not the maximum ZRR. The problem here is that the global keyword is a lot similar to other keywords from other speakers but very different from this speaker.
)[image: ]
[bookmark: _Toc300485064]Figure 5‑5 Zero Lag Ratio Plot for Test Utterance 4145_2_1
It can be seen in the Figure 5-6 above that the location of the keyword was not the maximum ZRR.  The drawback of performing cross-correlation in the time domain is that the global keyword must be as similar as possible to the keyword in the utterance. However that is not the case, the global keyword is an aggregate of several instances of the same keyword. Some keywords are more dominant than others.
5.2 [bookmark: _Toc300485634]MFCC Domain Results
5.2.1 [bookmark: _Toc300485635]Speaker Dependent case
College keyword, utterance 4184- The keyword college used in this experiment was extracted from the same utterance 4184 which is 18s long

“Ok and then our friends of old the Pilchers and one of our friends of old the Cufflers they live in Newyork they have two daughters one of which went to city college. uh I have to ask mummy”
 (
The maximum matching score corresponds to the location of the keyword.
)[image: ]
[bookmark: _Toc300485065]Figure 5‑6 Matching Score Plot for Test Utterance 4184
It can be seen in the Figure 5-7 above that the location of the keyword corresponds to the maximum matching score of 1. This is what is expected in an ideal case because the angular distance between the MFCC vectors at that point is zero. The closer two vectors are in distance the higher the matching score.
Utterance 6861, keyword school 6861: this is a 16s long utterance containing the keyword school which was extracted from the speech file for this experiment.
“Well as soon as I can see my way clear I am coming down to see you. i alright  have got three month of school I have gotta take, uhm probably going to go on to the las vegas area and start up a practice ,but iI just feel like that’s where am supposed to go”
 (
The maximum matching score corresponds to the location of the keyword.
)[image: ]
[bookmark: _Toc300485066]Figure 5‑7 Matching Score Plot for Test Utterance 6861
It can be seen in the Figure 5-8 above that the location of the keyword corresponds to the maximum matching score of 1 which means the distance between the MFCC feature at that location is approximately zero. 
Utterance 4415 ,keyword 4415 university: this is a 50s long utterance containing the keyword university which was extracted from the speech file for this experiment.
“Right as close as everything is if you really want to see Tokyo it’s a great  to visit but I wouldn’t want  to live there.have you been up to akeido at all. I was thinking about all the Japanese people tell me not to go cause its cold but either where you are down in the south or up in the north of akeiod are my first couple of choices cause I think you are right to get away from Tokyo and the universities uhm in other places are screaming for people because all the other Americans. They just want to go on in life and teach and I want to go to Tokyo or kyoto or whatever and all the pros want to go to the big university in Tokyo and all dat and you are right there was it seems to be just the ads I have seen am just scanning ahead of time that are always screaming for people are like girl junior colleges and high school and all this”
 (
The maximum matching score corresponds to the location of the 
keyword
 University.
) (
The Second highest matching score corresponds to the word universities whose MFCC feature is slightly different from that of university.
)[image: ]
[bookmark: _Toc300485067]Figure 5‑8 Matching Score Plot for utterance 4415
It can be seen in the Figure 5-9 above that the location of the keyword university corresponds to the maximum matching score (described in section 4.2.1) of 1 which means the distance between the MFCC features at that location is approximately zero. The second highest matching score of 0.97 corresponds to the word Universities which is not the keyword of interest but it is close enough to generate a very high matching score.
Utterance 4247, keyword 4247 student
“Yea I know am sure they probably. The question of whether they have scholarship for international students for the regular program is a good one and I would like to find out and I like to think that they do”
 (
The maximum matching score corresponds to the location of the keyword.
)[image: ]
[bookmark: _Toc300485068]Figure 5‑9 Matching Score Plot for Utterance 4247
It can be seen in the Figure 5-10 above that the location of the keyword corresponds to the maximum matching score of 1 which means the distance between the MFCC feature at that location is approximately zero. 
5.2.2 [bookmark: _Toc300485636]Speaker Independent case
Keyword of interest-College
Utterance being tested
Utterance 4247_1_1(15 secs)
Total utterance portions: 1405
“lingo that young people come up with in a ... Younger people yeah i think i'm more informed now than I was in college I was sort of out of it in college…by the way did I tell you I have a new job. “
 (
The Second highest maximum matching score is also the location of the second keyword in the utterance.
) (
The maximum matching score corresponds to the location of the keyword.
)[image: ]
[bookmark: _Toc300485069]Figure 5‑10 Matching Score Plot for utterance 4247_1_1
It can be seen in the Figure 5-12 above that the location of the keyword corresponds to the maximum matching score. There is a second keyword present in the utterance and its location corresponds to the second highest matching score. The closer two vectors are the higher the matching score. Multiple instances of a keyword uttered by different speakers do not have an distance of zero between their MFCC vectors, however the distance between them is close to zero ensuring that there matching score is as close to one as possible.
Utterance 4415_1_1 (12 secs)
Total utterance portions: 1150
“all that and you are right there was it seems to be just the ads I have seen am just scanning ahead of time that are always screaming for people are like girl junior colleges and high school and all this”

 (
The maximum matching score corresponds to the location of the keyword.
)[image: ]
[bookmark: _Toc300485070]Figure 5‑11 Matching Score Plot for utterance 4415_1_1
It can be seen in the Figure 5-13 above that the location of the keyword corresponds to the maximum matching score. The distance between the MFCC features  of the chosen keyword and the keyword in the utterance is very small ensuring that the matching score is as close to one as possible.
5.3 [bookmark: _Toc300485637]System Performance
The section details the performance of cross-correlation as a keyword spotting tool both in the time and MFCC domain.
5.3.1 [bookmark: _Toc300485638] Time domain
Direct Cross-correlation of keyword with an utterance in the time domain proved to be very effective in a speaker dependent situation where the keyword is extracted from the same utterance.  The reason being the time signals are similar making it easy for the algorithm to identify the keyword in the utterance. The algorithm was tested on portions of the call home database. 30 utterances were tested using keywords from the same speaker. 8 different keywords were used in the speaker dependent case.
The speaker dependent results are summarized in table below
[bookmark: _Toc300485002]Table 5‑1 Summary of cross-correlation speaker dependent test in time-domain
	
	Detection Rate

	Hits
	86%

	False alarm
	14%

	Miss
	14%



When the keyword used originates from the utterance, the results are good. However in the speaker independent case where keywords where obtain from different speakers, the algorithms performance significantly declined. Different speakers say words in different ways. The length and amplitude of a certain keyword varies with the speaker as illustrated in Figure 5-16.  The test in this case was conducted on 40 utterances. An average of 5 versions of each choice keyword was used in the experiment.
[image: ]
[bookmark: _Toc300485071]Figure 5‑12 Plot of four instances of the same keyword from different speakers
The statistics on speaker independent test can be seen in the table below
[bookmark: _Toc300485003]Table 5‑2 Summary of Initial cross-correlation speaker independent test in time-domain 
	
	Detection Rate

	Hits
	26%

	False alarm
	65%

	Miss
	26%



The problem was keywords from a particular speaker looked a lot like a different word uttered by another speaker. Therefore the false alarm rate was high because words were being wrongly detected as the keyword. To improve the results in the time domain some modifications were made, the utterance and keyword were pitch smoothed. Several instances of the keyword of interest were averaged using a dynamic time warping algorithm to generate a global keyword that would incorporate various speakers. The average hit rate in the time domain across the corpus improved as shown in table 5-3; there were still the occasional false alarms and misses. The reason is that the global keyword represents an average of several instances of a particular keyword. For each keyword of interest a global version was generated and tested on 60 utterances. Each keyword on average had 10 utterance connected to it.
The statistics on this set of experiment can be seen in table
[bookmark: _Toc300485004]Table 5‑3 Summary of result cross-correlation in the time domain using a global keyword
	
	Detection Rate

	Hits
	41.2%

	False alarm
	37%

	Miss
	42%



With the use of a global keyword there was significant improvement in the hit rate of the system. The Hit rate however is still below fifty percent mark showing that cross-correlation in the time domain is not a very effective means of detecting keywords in an utterance. The best performing keyword in this situation was bizarre and it achieved only a 60% hit rate.
5.3.2 [bookmark: _Toc300485639] MFCC Domain
 For these experiments, the cross-correlation was computed in the MFCC domain. The MFCC features are normalized to ensure the cross-correlation results are similar to those generated when computing the cosine similarity measure between two vectors. Usually when two vectors are similar, the result is a matching score of approximately one. Test were conducted on 60 utterances with focus on several keywords; such as college, university, language, something, student, school, zero, relationship, necessarily, really, think, English, program, tomorrow, bizarre, conversation and circumstance all from the Call Home database.  The algorithm was also tested on 30 utterances from the switchboard database. There was an average of 5 utterances linked to each keyword and tests were carried out using an average of 5 different versions of each keyword. For each keyword 20-30 test trials were carried out. On average the hit rate with the two databases tested was about 66%.
[bookmark: _Toc300485005]Table 5‑4 Summary of cross-correlation result in the MFCC domain.
	
	Detection Rate

	Hits
	66%

	False alarm
	12%

	Miss
	23%



Analysis of different threshold values was investigated and the threshold was varied from 0.9 to 0.96. It was observed that at lower threshold such as 0.9, the number of misses was reduced while the number of hits and false alarm increased. At the highest threshold of 0.96 the number of hits wass not as high but the number of misses and false alarm were significantly reduced. 

[bookmark: _Toc300485072]Figure 5‑13 System Accuracy as a function of threshold
The detection rate varies from keyword to keyword. Below is a table illustrates the results obtain on tests carried out with different keywords. 
[bookmark: _Toc300485006]Table 5‑5 Different keywords accuracy
	Keyword
	Accuracy (%)

	Always
	0.85

	College
	0.83

	Circumstance
	0.77

	Money
	0.7

	Something
	0.68

	School
	0.63

	Conversation
	0.63

	Bizarre
	0.63

	Student
	0.62

	Program
	0.62

	Computer
	0.50

	Language
	0.40

	English
	0.35



The accuracy of the algorithm was computed for each keyword using the equation below.
The accuracy of the system is defined as:
Accuracy = 
The algorithm was more effective with certain keywords such as college, always money and circumstance while others such as English and language performed badly. One possible reason for this is that the MFCC features of certain words are more distinguishable than others.
Overall it was observed that the performance of the cross-correlation is keyword dependent in both the time and MFCC domain. With slight modifications such as the creation of a global keyword, keyword detection rate in the time domain increased. Better results were obtained by cross-correlating MFCC features because they have more distinct factors in a particular keyword.
[bookmark: _Toc300485007]Table 5‑6 Summary of all the keyword detection results
	
	Time Domain Initial
	Time Domain Modified
	MFCC Domain

	Hits
	26%
	41.2%
	66%

	False alarm
	65%
	37%
	12%

	Misses
	26%
	42%
	23%








6 [bookmark: _Toc300485640]CONCLUSION
A keyword spotting system based on cross-correlation was designed and evaluated. The use of cross-correlation was investigated in both the time and MFCC domain. The pitch of the utterance and keyword are smoothed to reduce pitch variation. In the time domain the keyword is cross-correlated with segments of the utterance of the same size and the ZRR is computed to be used in determining the presence of an utterance in the keyword. This approach showed good results in a speaker dependent situation however it performed badly in speaker independent cases. Some modifications were made to improve the results in the time domain by generating a global keyword and reducing the variation in pitch of the utterances and keywords of interest in the speech corpus. There was an improvement in keyword detection result however the overall average hit rate (based on testing various keywords) was 41.2%. The best performing keyword was bizarre which had a 60% detection rate. Cross-correlation in the time domain proved to be ineffective in the keyword detection due to the uneven time structure of signals. 
Cross correlation was also performed by comparing MFCC features of the keyword with the utterance. First the MFCC features of the keyword is computed and a similar size segment as the of the utterance. This MFCC features are normalized in the same format as a unit vector. The result of the cross-correlation of the MFCC features is similar to a cosine similarity measure; the end product is a matching score ranging from 0 to 1. The concept here is that the closer two vectors are two each other the smaller the angle and the closer the cross-correlation result is to 1, the highest matching score is identified as the keyword. Cross-correlating MFCC features significantly increased keyword detection. The average hit rate was 66 % but this also varies from keyword to keyword. One keyword achieved a detection rate as high as 85%. The algorithm used in this research did not require garbage models, there was no need for training data. Depending on the keyword being tested, the accuracy of the system was comparable to other keyword spotting system described in [Ketadbar,  et al, 2006]. 


7 [bookmark: _Toc300485641]FUTURE WORK
In this research the use of cross-correlation, as a means for keyword detection was investigated. Cross-correlation was performed in both the time and MFCC domain.
Further research can be done on the use of cross-correlation as a keyword spotting technique. More experiments can be carried out using other keywords in order to obtain statistical data which can be used to determine the most optimal threshold for keyword detection. The optimal threshold can vary depending on the use of the system and how much error is acceptable. The detection rate varied from keyword to keyword, one possible improvement to the algorithm is the development of adaptable thresholds based on the properties of each keyword.  DET/ROC curves can be used to further optimize the keyword spotting system. Results obtained from experiments on few keywords were promising, but additional results are required to analyze the system sensitivity and robustness to noise. System evaluation based on length and composition of keyword could be done more thoroughly. In other words the system requires much more evaluation.
This research focused on correlating time signal and MFCC features of both the keyword and utterance. Other features of the keyword and utterance can be cross-correlated to measure similarity such as the FFT spectrum. An average of results generated from cross-correlating different features such as MFCC and magnitude spectrum, can be obtained and used to make a decision on whether a keyword is present in an utterance. Other features might be more distinct for keywords performing poorly in the MFCC domain.
[bookmark: _Toc261863258]







[bookmark: _Toc300485642]REFERENCES
[1] Yamashita, Y, Iwahashi, D and Mizoguchi, R. - Keyword Spotting using F0 Contour Information. -  - John Wiley & Sons, Inc. Vol 32.  Pg 52-61 - 2001.
[2] Kawahara, H and Matsui, H. "Auditory Morphing Based on an Elastic Perceptual Distance Metric in an Interference-Free Time-Frequency Representation". ICASSP. Pg 1-4 ,2003.
[3] Kawahara, H, Masuda-Katsuse, I and Cheveigne, A.D. "Restructuring Speech Representations using a Pitch Adaptive Time-Frequency Smoothing and an Instantaneous-Frequency Based F0 Extraction: Possible Role of a Repetitive Structure in Sounds.” ATR Human Information Processing Research Laboratories. Pg 1-17, 1998.
[4] Banno, H, Hata, H, Morise, M, Takahashi, T, Irino, T and Kawahara,H. “Implementation of    Realtime STRAIGHT Speech Manipulation System: Report on its First Implementation”. Journal of Acoustic Sci & Tech: Vol.28 No.3, pg 140-146, 2007.
[5] Kawahara, H, Katayose, H, Cheveigne, A.D and Patterson, R "Fixed Point Analysis of Frequency to Instantaneous Frequency Mapping For Accurate Estimation of F0 and Periodicity." EUROSPEECH, Pg 1-4, 1999.
[6] Kawahara, H. "Speech Representation and Transformation using Adaptive Interpolation of Weighted Spectrum: Vocoder Revisited". ICASSP. vol.2, pg 1303-1306,1997.
[7] Wilpon, J. G., Rabiner, L.R, Lee, C.H and Goldman, E.R. "Automatic Recognition of Keywords in Unconstrained Speech using Hidden Markov Models." Acoustics, Speech and Signal Processing, IEEE Transactions on Vol 38. No.11, 1990. Pg 1870-8
[8] Zaharia, T., etal. "Quantized Dynamic Time Warping (DTW) Algorithm". Communications (COMM), 2010 8th International Conference on. 2010. Pg 91-94
[9] Zilca, R. D., et al. "Pseudo Pitch Synchronous Analysis of Speech with Applications to Speaker Recognition." Audio, Speech, and Language Processing, IEEE Transactions on 14.2 2006: Pg 467-78.  
[10] Kawahara,H. STRAIGHT, exploitation of the other aspect  of VOCODER perceptually isomorphic decomposition of speech sounds. Journal of Acoustic Sci & Tech: 349-353, Vol.27 No.6, 2006. pg 349-353
[11] Zoubir H. Speaker Recognition Using Spectral Cross-correlation: A Fast Algorithm. Journal of Computer Science (Special Issue):  2005. Pg 84-88 
[12] Ellis, D. P. W., & Poliner, G. E. . Identifying `Cover songs' with chroma features and dynamic programming beat tracking. Acoustics, Speech and Signal Processing, 2007. ICASSP 2007. IEEE International Conference on,2007 , 4 IV-1429-IV-1432. 
[13] Ellis, D. P. W., & Poliner, G. E. . Beat Tracking by Dynamic Programming. 2007 , 51-60. 
[14] Guiwen, Ou and Dengfeng, ke, “Text independent speaker verification based on relation of MFCC components. International symposium on Chinese spoken language 2004, pp 57-60



Hits	0.9	0.90500000000000003	0.91	0.91500000000000004	0.92	0.92500000000000004	0.93	0.93500000000000005	0.94000000000000061	0.94499999999999995	0.95000000000000062	0.95500000000000063	0.96000000000000063	1	1	1	1	1	0.98	0.95000000000000062	0.92	0.8	0.77000000000000124	0.75000000000000178	0.68000000000000105	0.66000000000000214	False Alarm	0.9	0.90500000000000003	0.91	0.91500000000000004	0.92	0.92500000000000004	0.93	0.93500000000000005	0.94000000000000061	0.94499999999999995	0.95000000000000062	0.95500000000000063	0.96000000000000063	0.45	0.43000000000000038	0.4	0.39000000000000096	0.38000000000000095	0.35000000000000031	0.30000000000000032	0.27	0.25	0.1900000000000002	0.1600000000000002	0.14000000000000001	0.1	Miss	0.9	0.90500000000000003	0.91	0.91500000000000004	0.92	0.92500000000000004	0.93	0.93500000000000005	0.94000000000000061	0.94499999999999995	0.95000000000000062	0.95500000000000063	0.96000000000000063	0	0	0	0	0	2.0000000000000046E-2	5.00000000000001E-2	7.0000000000000034E-2	0.1	0.15000000000000024	0.18000000000000024	0.2	0.23	Threshold
System Accuracy %
7

image3.png
H9-06)+ thesis defense - Microsoft PowerPoint - = x
Wome | et Desgn _Avimatons_Sideshow _Review _View _Acobat ©
e TS T w0 freoreion [E\\OOO- Hay [ Qsvseru- | dhroa
a copy Reset 2 Satign Text - ALLDT G- & 2 shape outine - | 8, Repiace -
P S ot piter | shin- fDelee || B4 U ke 8 & Aar][A ] B comerttosmarart - || % AL > o7 AT DK srape tects - || 3 seect~

Clipboard. Slides. Font 0 Paragraph 0 Drawing 5| Editing

Custom Animation

5 AddEffect v
Time Domain Modified
Utterance —_——
Global Keyword from Select an element of the side, then
Quantized Dynamic clok add Efect” to add animston.
Time Warping
Pitch Smoothening
Cross-Correlate both signals and
Computerzero lag to Rest Ratio
(ZRR) on a frame by frame ba
\
Highest Zero Lag ratio is the
— location of the keyword Ter ®
o)





image4.png
thesis defense - Microsoft PowerPoint

Design

Animations

SiideShow  Review  View,

Acrobat

Layout -

[ -

13 Text Direction -

ENN\COO -~

Reset

New
 Format Painter || sige - 31 Delete

Clipboard.

Siides

Jatgn Text -

ALLRU O

B 7 U 8N aaA]

KIRTAS D44

) Convert to Smartart -

Font G

Paragraph 5

Armange Quick
- styles
Drawing

1 shape Fil -
Z shape Outiine -

#AFing
e Replace -
I select -
5| eating

Shape Effects *

Pitch Smoothening

Utterance Keyword
| L
Pitch Smoothening

A
‘Windowed portion of
utterance

Compute the MFCC
Feature for the keyword

this portion of the utterance

Compute the MFCC Feature of

Extracted Matrix

]

Cross-Correlate both
MFCCFeatures

Make a shiff along the
Utterance,

NO

Store a singular results value
between0 and 1 in a matrix

End of Utterance?

Determine the Highest value in the
and identify as keyword

matr

Custom Animation

|5 AddEffect -]

Modify effect
Start

Praperty;

Speed

Select an element of the side, then
ik Add EFfect”to add animation.

@ on ®
(> ror)





image5.png
Speech signal represented as a sequence of spectral vectors

At

Spectrum

Mel-Filters

Cepstral Analy.

I Speech Technology - Kishore Prahallad (skishore@cs.cmu.edu)

46




image6.jpeg
Speech signal
sampled at 8KHz

!

Mel scale
Filterhank

Pre - emphasis

Take Logarithm

Windowing

FFT

bcT

MFCC




image7.png
£3 SurfTheChannel - The Va... | (W MEGAVIDEO - ' watchi... | W www.indiana.edu/~acou..
€« C ft  © www.indiana.edu/~acoustic/s522/acos-sci-tech-06.pdf

b ECE8463: FUNDAM...

I8 Quantig Ibizlline Informa... * ' £ Electrical Engineer Jobs

Acoust. Sci. & Tech. 27, 6 (2006)

frequency domain was introduced.

The remaining temporal periodicity due to phase
interference between adjacent harmonic components
then reduced by introducing a complementary time
window. Complementary window we() of window w(r)
is defined by the following equatio

at
@sing [}

ve(t) =

where T is the fundamental period of the signal
Complementary spectrogram Pc(a, ), calculated using this
complementary window, has peaks where spectrogram
Ple,), caleulated using the original one, yields dips. A
spectrogram with reduced temporal variation Pa(e, ) is
then calculated by blending these spectrograms using 2
numerically optimized mixing coeflicient &

Pa(@.) = P(,1) + §Pc(w,1). @

Cost function (&) used in this optimization is defined

using Bu(an ) = +Pal@,
[ [ B(w.) ~ BR@) Peds

Pl =,
]]Fk(m.l]dldu

where Bx(@) is the temporal average of B,(w, ). Optimi-
zation was conducted using periodic signals with constant
Fo. Cost p is 0.004 for the current STRAIGHT implemen-
tation. The cost for a Gaussian window having an equiv-
alent frequency resolution to STRAIGHT's window is 0.08,

The center panel of Fig. 1 shows the spectrogram with
reduced temporal variation Pa(w,f) using an optimized
mixing coefficient. Note that all negative spikes found in
the top panel, that is P(es, ), disappeared.
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“SYNCPITCH”: A PSEUDO PITCH SYNCHRONOUS ALGORITHM
FOR SPEAKER RECOGNITION

Ran D. Zilca, Jiri Navratil, and Ganesh N. Ramaswamy
IBM T. J. Watson Rescarch Center
Yorktown Heights, NY
{zlca, jiri, ganeshr} @us.ibm.com

ABSTRACT

Pitch mismatch between enrollment and testing is a common
problem in speaker recognition systems. It is well known that
the fine spectral structure related to fundamental frequency
manifests itself in Mel cepstral features used for speaker
recognition. Therefore pitch variations result in variation of
the acoustic features, and potentially an increase in error rate.
A previous study introduced a signal processing procedure
termed depitch that attempts to remove pitch information
from the speech signal by forcing every speech frame to be
pitch synchronous and include a single pitch cycle. This paper
presents a modification of the depitch algorithm, termed
syncpitch, that performs pseudo pitch synchronous processing
while still preserving the pitch information. The new
algorithm has a relatively moderate effect on the speech
B

Tovere LPC
Fiering

Prch-adjusiod
Reicusl
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Figure 1. Block Diagram of the
Depitch and Syncpitch Methods

harmonics, the depitch procedure also results i  pitch
synchronous processing, since exactly one pitch cycle fits in a
single processing frame. This is obtained extracting a single
pitch cycle from the residual signal, and interpolating it to fit
the frame size.
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Fig. 2. Illustration of cover song matching. Top two panes are beat-
chroma matrices for two versions of “Between the Bars™. Third pane
is two-dimensional cross correlation for all possible chroma rota-
i 1 thraugh tha

timings of —500...500 beats, and all 12 possible relative chroma
skews. The bottom panel shows the slice through this cross-correlation
‘matrix for the most favorable relative tuning (Phillips transposed up
2 semitones) both before and after high-pass filtering; it is clear that
filtering removes the triangular baseline correlation but preserves the.
sharp peak at around +20 beats indicating the match between the
versions. (The Phillips version includes some audience noise at the
start of the track, which causes this delay.) Note that the beat track-
ing in the live version is far from perfect, but the matching succeeds
anyway.

6. EVALUATION

We have developed and evaluated this system on three databases: a
small development set of contemporary pop music, a larger collec-
tion of pop music covers including live versions, and as part of the
independent international 2006 MIREX evaluation.

1. Development set

We developed the system on set of 15 pairs of pop-music tracks that
were versions of the same song by different artists. They were ex-
tracted from the uspop2002 dataset by making a st of all tracks
from the total set of 8764 tracks that had the duplicate names (yield-
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