	Queries
	# of utterances
	Passed (%)
	Failed (%)

	
	
	
	Server

Crashes
	Hang

ups
	Other

	Address
	101
	70.30
	0.00
	0.00
	29.70

	Direction
	219
	39.73
	2.28
	2.28
	55.70

	Distance
	23
	47.83
	8.70
	0.00
	43.48

	List of places
	36
	30.56
	0.00
	0.00
	0.00

	Building
	10
	20.00
	0.00
	0.00
	0.00

	Turn
	5
	0.00
	0.00
	0.00
	0.00

	Bus
	7
	0.00
	42.85
	0.00
	57.14

	Intersection
	2
	0.00
	100.00
	0.00
	0.00

	Which way
	2
	0.00
	0.00
	0.00
	0.00

	Special
	1
	0.00
	0.00
	0.00
	100.00

	TOTAL
	406
	44.83
	2.96
	1.23
	50.98


I have taken this data from the performance documentation of the dialog manager. They have tested the dialog manager on 406 utterances. The different types of queries are listed in the “Queries” column. The unmodified table had a “passed” and a “failed” column. As we needed more info on the reason why the system failed, I have divided the “failed” column into “server crashes”, “hang ups” and “other”. 

Server crashes – the server crashed on trying to respond back to the query.

Hang ups (if the name needs change, let me know) – the server hangs and it never sends a reply.

Other – “other” category includes wrong responses and “no record found” responses.

In our paper, we cannot argue we have eradicated the server crashes and server hang ups. But we can certainly argue that our way of handling these failures has improved. For example, if the server crashes due to a communication error, the state machine architecture of the servers will detect it before a fatal error happens. If it did not happen due to a communication error (the error happened due to some computational stuff), we cannot prevent it from happening. But, the process manager gives the ability to detect the crash and notify the user interface (running on the laptop). Following this the demo is restarted.  Regarding hang ups, I would argue that in this present architecture there is very less chance of hanging due to a communication error.  If the hang up was due to some computational stuff, we necessarily cannot prevent them. But can use the state machine debug info to trace the exact stage it happened.  
