A Nonlinear Mixture Autoregressive Model for Speaker Recognition
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Abstract

Gaussian mixture models (GMMs) are a very successful method for modeling the distribution of speaker features. In this approach, the dynamics of the speech spectrum are typically encapsulated in the feature vector through the use of derivatives. This model is limited by the assumption that the dynamics of speech features are linear and can be modeled with static features and their derivatives. In this paper, a nonlinear mixture autoregressive model (MixAR) is used to model speaker features. Experiments show that MixAR performs better than a GMM when the signal contains strong evidence of nonlinear behavior. On the 2001 NIST Speaker Recognition Evaluation Corpus, MixAR is shown to lower the equal error rate by 10.6% relative and uses significantly fewer parameters than GMM.

**Index Terms**: mixture autoregressive models, speaker verification, nonlinear statistical modeling

# Introduction

The majority of speaker recognition systems employ a Gaussian mixture model (GMM) to capture modalities in the distribution of features for a speaker . These systems typically employ a standard feature vector containing absolute spectral information (e.g., mel frequency-scaled cepstral coefficients and energy) and the first and second derivatives of these features. This popular approach to feature extraction is often referred to as MFCC features.

Despite the widespread popularity of this model, several well-known deficiencies exist [2]. One particular drawback of a GMM that is the focus of this work is the assumption of conditional time-independence of speech features, i.e., for any state, the probability of observing a feature is assumed to be independent of previous frame features. One popular approach to overcoming this deficiency is to include derivative information in the feature vector, as is done in the standard MFCC feature vector. These derivatives capture information about the dynamics of the speech signal. It is well known that the use of dynamic information in MFCCs significantly enhances speaker recognition performance [3].

However, the derivatives of the cepstral features are only a linear approximation of the actual dynamics of the static features. Recent work suggests that speech signals have nonlinearities that could contain relevant information for speech recognition [4][5]. A common approach to exploit nonlinearities in speech is to explicitly quantify the degree of nonlinearity using nonlinear invariants such as Lyapunov exponents, and to concatenate these with the MFCC features [5]. However, this approach has produced only modest success on limited tasks, and has not fundamentally improved the robustness of the technology in extremely harsh or mismatched operating environments [5].

In this work, we apply a nonlinear mixture autoregressive model, known as MixAR [7], to capture the nonlinear dynamics in the speech feature vector, as shown in . Since the MixAR model captures static as well as dynamic information it can be used to capture all relevant information using only static features. Our goal is to reduce the number of parameters necessary to obtain the same or better performance as compared to a GMM. In addition, we hope that the MixAR model would capture information in nonlinear dynamics of speech features that GMM cannot model, and improve overall speaker recognition performance.



Figure : *An overview of the MixAR approach.*

Previous work [8][9] on mixture autoregressive modeling for speech has been in the context of hidden Markov models for speech recognition. One of the earliest applications of autoregressive HMMs (AR-HMMs) considered an autoregressive filter to model state observations in a 5-state HMM for speaker verification [8]. A more recent investigation of AR-HMMs [9] used a switching autoregressive process to capture signal correlations during state transitions. Results on speech recognition showed that at best their model was only comparable to an MFCC-based HMM using a GMM observation model. Another model considered speech features as a GMM white noise process filtered through an autoregressive signal [10].

A more sophisticated model introduced in [11] considers a mixture of autoregressive filters (MAR) for the observation model. Our earlier work [6] considered this model for phone classification. MixAR [7] is a generalization of MAR, where the mixture weights are allowed to be time-varying and data-dependent. All earlier applications of MixAR and related models [12] have been in the context of time-series prediction. In this work, we apply the MixAR model to feature vectors in a speaker recognition task.

This paper is organized as follows. In Section  we describe the MixAR model and note some relevant properties. We also briefly discuss the problem of parameter estimation and optimization using the Expectation Maximization (EM) algorithm. In Section 3 we present preliminary results on the application of MixAR to a 2-way classification task involving synthetic speech‑like data in which the amount of nonlinearity is under parametric control. In Section 4 we present our results on speaker verification tasks with 2001 NIST Speaker Recognition Evaluation (SRE) Corpus [13]. We conclude the paper in Section 5 with a summary and discussion of ongoing research.

# Mixture Autoregressive Models

A mixture autoregressive process (MixAR) of order *p*with *m* components, *X*={*x*[*n*]}, is defined as [7]:

|  |  |  |
| --- | --- | --- |
|  |  | 1.
 |

where, εi is a zero-mean Gaussian random process with a variance of σj2, “w.p.” denotes “with probability” and the gating weights, *W*i sum to 1. The linear prediction coefficients, {*a*i}, represent the dynamic model, where *a*i,0 are the component means, while {*wi* ,*gi*} are called gating coefficients. It is apparent that an *m*-mixture MixAR process is the weighted sum of *m* Gaussian autoregressive processes, with the time-dependent weights depending on previous data and the gating coefficients.

One convenient way of viewing this model is as a process in which each data sample at any one point in time is generated from one of the component AR mixture processes chosen randomly according to its weight *W*i. It is easy to find parallels between the MixAR and GMM models. In particular, MixAR can be viewed as a generalization of GMM that models each component as a sum of the output of an autoregressive filter with a specified mean, and with mixture weights determined by a gating system similar to a mixture of experts. It should be noted that with the component orders and *gi* set to zero, MixAR, reduces to the familiar GMM. This similarity between the two makes it straightforward to replace GMM with MixAR for speaker recognition.

One property of MixAR that is of particular relevance here is the ability of MixAR to model nonlinearity in time series. Though the individual component AR processes are linear, the probabilistic mixing of these AR processes constitutes a nonlinear model. Even when the mixture weights are fixed, the model reduces to MAR, which is still nonlinear. The addition of a gating system layer for weight generation increases the flexibility of the model even further, allowing us to model distributions as a function of past data.

In a GMM, the distribution remains invariant to the past samples due to the static nature of the model. For MixAR, the conditional distribution given past data varies with time. This model is capable of modeling both the conditional means and variances. Thus, MixAR can model time series that evolve nonlinearly. This property becomes important in speech processing in the light of recent work on nonlinear processing of speech [4][5].

Some other properties of MixAR, including a mathematically rigorous proof of the ability of MixARs to arbitrarily closely model stochastic processes are derived in . Note that in the original formulation, both the gate and prediction orders were constrained to be equal. In this paper, we restrict our use of MixAR order to one to avoid difficulties during parameter estimation.

## Parameter Estimation Using EM

Similar to GMM training, maximum likelihood estimates for MixAR prediction and variance parameters can be calculated using the Expectation Maximization (EM) algorithm [13]. Given the order, *p*, the parameter set for each of the *m* components of a MAR model consists of *p*+1 predictor coefficients (including the mean), the error variance, and mixing weight:

|  |  |  |
| --- | --- | --- |
|  |  |  |

To estimate these parameters, we first need an initial guess for these parameters and then we iterate with EM to successively refine the estimates. An initialization strategy that we found to work reasonably well was to first train a GMM with the same number of mixtures and then set each component of the MixAR to have the same mean, variance, and weight as the GMM model. We initialize the predictor coefficients and the data-dependency gating coefficients, {*Ai*} of MixAR to zero.

These initial parameters can be then refined recursively using an E-step [8]:

|  |  |  |
| --- | --- | --- |
|  |  | 1.
 |

where

|  |  |  |
| --- | --- | --- |
|  |  |  |

is the probability a sample was generated from component *l* at time instant *n*. The corresponding M-step is given by:

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  |  |

where

|  |  |  |
| --- | --- | --- |
|  |  |  |

|  |  |  |
| --- | --- | --- |
|  |  |  |

and

|  |  |  |
| --- | --- | --- |
|  |  |  |

Refer to comments on estimation of predictor coefficients and variances for MAR in [6] for further details.

However, a complication arises with respect to the estimation of gating coefficients. There is no closed-form solution for these, and hence a Newton gradient-ascent approach must be used:

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  |  |

where *Q* denotes the likelihood of the MixAR model for the training data. β and Δ are design parameters to be chosen empirically. In our experiments, we found that fixing Δ = 0.01 and running 10 iterations each with β = 0.9, β = 0.5, and β = 0.2 in succession provided a smooth and reasonably quick convergence.

Table : *Classification Error Rate (%) with 12 speech MFCC-like synthetic features for GMM and MixAR Number of parameters in each case is in paranthesis. (\*: For this case, GMM performed better with only static features, and this value is stated)*.

|  |  |  |
| --- | --- | --- |
| *α* | GMM-8mix. Static+∆ | MixAR-4-mix. Static |
| 0.0\* | 1.5 (288) | 1.5 (240) |
| 0.25 | 3.25 (576) | 3.5 (240) |
| 0.50 | 10.25 (576) | 6.25 (240) |
| 0.75 | 24.75 (576) | 9.75 (240) |
| 1.0 | 26.75 (576) | 13.75 (240) |

# Pilot Experiments

To better understand the efficacy of the MixAR model, we evaluated its performance on two pattern classification tasks. The first task represents generic data with known nonlinearities. The second task is a simple classification task with data for the two classes synthesized from models trained on true speaker data.

## Two-Way Classification with Synthetic Data

A simple 2-way classification experiment was designed to study the performance of MixAR and GMM. Two-dimensional data for the first class was generated using a linear dynamic system:

|  |  |  |
| --- | --- | --- |
|  |  |  |

Data for the second class was generated using the simple nonlinear equation:

|  |  |  |
| --- | --- | --- |
|  |  |  |

In both cases, ***E*** denotes an uncorrelated 2-D Gaussian (normal) random variable with a zero mean and unit variance.

For each class, the training data consisted of a sequence of 10,000 vectors, and evaluation data consisted of 100 segments of 200 feature vectors each (the log-likelihood of the entire segment was used to assign a segment to a class). The classification error results are stated in Table 1. Clearly, when using only static features, MixAR does much better than GMM if nonlinearities are present. The use of dynamic features enhances GMM performance considerably but still falls far short of MixAR's performance.

## Two-way Classification with Speech-like Data

In order to evaluate how well MixAR does as compared to GMM for speech-like signals, two speakers from the 2001 NIST SRE Corpus [13] were selected. A 3-state HMM with 4 Gaussian mixtures per state and a MixAR model with 4 mixtures were trained over 12 static MFCC coefficients for each speaker. For each class (speaker), two speech-like signals of 40,000 vectors were generated – a linear speech-like signal (***X1***) was synthesized from the HMM model, and a nonlinear speech-like signal (***X2***) was generated from the MixAR model. To simulate a range of signals with varying degrees of nonlinearity, the two signals were mixed with a mixing coefficient alpha:

|  |  |  |
| --- | --- | --- |
|  |  |  |

The first 20,000 vectors from each ***Xα*** were used as a training set while the remaining vectors were split into 200 segments of 100 vectors each for evaluation. The results are shown in Table 2.

From the table we can see that when the amount of nonlinearity is insignificant, GMM performs as well as MixAR. However, as the amount of nonlinearity in the signal increases, MixAR performs significantly better with just static features as compared to GMM with static+∆ features. This clearly demonstrates the superiority of MixAR when dynamics in the data are nonlinear.

# Speaker Verification Experiments

Next we applied the MixAR model to the 1-speaker detection task in the 2001 NIST SRE Corpus [13]. Only the development database was used. All 60 speakers were used for training and all 78 utterances were used for evaluation. Each training utterance was about 2 minutes long, while the test utterances were of varying length not exceeding 60 seconds. Static (13 MFCCs), delta (26 MFCCs) and delta-delta (39 MFCCs) features were extracted.

First we evaluated performance with and without delta features and energy for a fixed number of mixtures. The results are tabulated in Table 3. For GMM, substantial improvement is obtained using the delta features and marginal improvements were obtained using delta-delta features. For MixAR, the use of any delta features provides no measurable improvements. This clearly indicates that MixAR can extract all necessary information from only the static features.

Table 1: *Classification (% error) results for synthetic data (the numbers of parameters are shown in parentheses).*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| # mix. | GMMStatic | MixARStatic |  GMMStatic+∆ | MixARStatic+∆ |
| 0 | 36.0(12) | 6.5(20) | 10.0(24) | 5.5(40) |
| 4 | 35.5(24) | 6.0(40) | 11.5(48) | 4.5(80) |

Table 3: *Speaker recognition EER with NIST for different feature combinations (number of features in parenthesis).*

|  |  |  |
| --- | --- | --- |
| Features | GMM-16-mix. | MixAR-8-mix. |
| Static(12) | 22.1 | 19.1 |
| Static+E(13) | 33.1 | 41.1 |
| Static+Δ(24) | 20.6 | 20.4 |
| Static+Δ+ΔΔ(36) | 20.5 | 20.5 |

MixAR and GMM performance was then evaluated as a function of the number of mixtures. The detection error trade-off (DET) curves are shown in Figure 2. The EER results are shown in Table 4. Also indicated in parenthesis is the number of parameters for each case. From this table it is clear that MixAR can achieve about the same performance using almost 4x fewer parameters than GMM. This reduction in the number of parameters points to the efficiency of MixAR in capturing the dynamic information. Moreover, even when considering the best case scenario for GMM with a large number of parameters (8 mixtures with static as well as velocity and acceleration coefficients), there is a 10.6% relative reduction in EER with MixAR. This is a strong indication that there is some amount of nonlinear evolution information in speech features that GMM model cannot capture using linear derivatives alone and MixAR can effectively employ this information for achieving better speaker recognition.

# Summary

In this paper, we presented a novel nonlinear mixture autoregressive model (MixAR) for speaker recognition. We described techniques for estimating the parameters of this model based on the EM algorithm and ways to resolve some of the algorithmic issues in this procedure. We presented preliminary results on two small pattern recognition tasks. We showed that MixAR can outperform GMM if the patterns have a distinct nonlinear evolution function. We applied this model to a speaker verification task and showed that MixAR can exploit the dynamic information in speech to achieve appreciably better verification performance with significantly fewer parameters compared to a GMM.

The experiments with MixAR on speaker recognition have yielded very encouraging results. An overarching goal of our work on nonlinear statistical modeling has been the belief that nonlinear systems can be more robust on problems involving previously unseen channel conditions. We plan to next extend this work to a large vocabulary speaker independent speech recognition task.

Figure 2: *Speaker recognition DET curves with NIST.*
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