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How can we make spoken language as convenient and accessible as online text, and why would we want to? 
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1.1 Speech as Information Technology 

Imagine a world in which you can book travel reservations from anywhere you happen to be without talking to a human being.  Imagine that you can converse with someone in a foreign country who doesn’t speak any language that you speak.  Imagine just in time learning in which information is provided exactly when you need it in a form that you can use immediately.  Imagine humans and information technology as cooperative partners, with humans doing what they do best (defining goals, recognizing complex patterns based on years of experience and intuitive generalization) and machines doing what they do best (computation, systematic comparison, rapid retrieval of information resources).  Achieving this goal will require the sophisticated integration of many speech and language related technologies.  It will also require some dramatic social changes.

It has been said that we use the word ‘technology’ for things that were not in common use when we were born.  In this sense, language was a technological innovation.  It distinguished us from other species in our ability to share information.  However, that information could die when a person died or when memory faded.  Text was therefore an important technical innovation; we could share information at a distance in time and in space.  The enormous impact of text on our society, however, was not felt until another technical innovation, movable type, made text available to the masses.  Technical innovation alone would have been insufficient without concomitant innovation in our social institutions and their role in literacy training.  As evidence that social innovation is usually more difficult than technical innovation, we can point to the fact that literacy is still a world challenge today, hundreds of years after print began to become increasingly affordable.  

1.2 ‘billboard

More recent innovations in information technology have led to randomly accessible online text, video and other new media.  Increasing connectivity and access to new media have led, however, to information overload.  We now suspect that the information we need exists somewhere, but finding it increasingly feels like finding a needle in a haystack or trying to drink from a fire hose.  Can new information technologies help manage this overload and make our access more accurate and more convenient?  We believe it can and that speech technology will continue to play an increasingly important role in information sharing.  As people become increasingly mobile and maintain access to information, they will demand increasingly smaller information devices.  As devices shrink, there is no longer room for a keyboard, and voice may be the only convenient input device.  As spoken interactions with machines become more common, the differences between spoken and written language will become more obvious.  It may also be that we will decrease our need for text and rely more on oral presentation of materials.  This will require new technologies; and, as happened in making text and literacy available to the masses, it will also require changes in our social institutions and habits of thought.

2.0 Background Information 

2.1 Definitions

Speech recognition is the conversion of speech to text.  Of course, for much of what we want to do, the text itself is less important than what it means.  An important complementary technology to speech recognition is language understanding, or the extraction of information from text or from speech.  Technology development in language understanding is just beginning to emerge.  Speech recognition technology has, however, been around for a few decades, but is only beginning to be used daily by relatively few people.  Let’s take a look at what we can do now, what lessons we have learned and what hard challenges remain before we reach the world imagined above.  We need to look at not just the technical challenges, but also the sociological ones, including how technology is transferred and how people learn to use it.

2.2 Current state of the Art

2.2.1 How do we measure?

Almost as challenging a problem as speech recognition has been the challenge of how to measure performance in meaningful ways.  A traditional comparison has been to a human transcription of the same speech.  However, it is becoming increasingly clear that, although humans still greatly outperform our best systems in many ways, there are also many speech recognition tasks in which machines can outperform humans.  For example, because of human memory limitations, automatic systems can outperform humans in the transcription of lists of numbers if they are played only once.   However, in the vast majority of tests, especially those involving conversational or casual speech, humans greatly outperform automatic systems in accuracy.  If speed is also a factor in the tests, there may be more cases in which the automated systems win.  Many of the benchmarks comparing humans to machines employ panels of listeners who listen many times to the same speech.  Many commercial systems can transcribe several streams of data at once, at rates faster than the speed of the speech itself.

Traditionally, speech recognition performance has compared a system’s output transcription to a reference string representing ‘truth’.  In these tests a number hovering around 99% has seemed to be important.  In fact, it is relatively easy to report that accuracy for even the simplest systems, provided one has complete control of the training and testing conditions.  Many a “breakthrough” has been a marketing advance rather than a technical one.  The important measures are those based on standard benchmarks.  Questions to ask when numbers are cited or breakthroughs claimed are:  What benchmarks were used to produce those numbers? How do they compare to other systems using the same training and testing protocols? How much training data and of what type?  What was the testing set, how large was it and was it independent from the training set?  How large was the vocabulary? Were other constraints used, such as grammars or language models?  Who were the speakers?  How many were there? What style of speech was used?  How noisy was the speech? What type of noise?

2.2.2 What can we do now?

Although our systems lag behind human performance, great progress has been made in recent years, and many applications of the technology are now possible that were not possible 20 years ago.  A part of this progress has resulted from increased processing power at lower cost.  However, researchers have been able to take advantage of the increased power and memory by modeling more of the details of speech.  

Most current applications use speech as a way to access information, that is, essentially as a replacement for keyboard or touchtone input.  Current applications tend to be one of three basic types:  command and control devices, database query, and dictation.  Examples of command and control devices include voice dialers for mobile phones, and a few toys.  Database query applications have been for the most part telephone transactions where the costs can be centralized and no keyboard is available.  These systems have typically needed to be speaker independent systems (the user provides no sample of the voice for the system to model before the recognition stage).  Examples include queries about flights for an airline or queries about values of stocks.  The vocabulary size may be in the thousands, but the user is limited to very few grammatical structures.  Dictation, which requires much larger vocabularies and greater freedom of expression than the previous two categories, has typically constrained the task in another way.  These systems are most often speaker-dependent (the user provides a half-hour or an hour or so of speech for the system to model before recognition is available).  Dictation applications have typically been used in the medical and legal professions.  In these areas, users are accustomed to dictating and there is a good deal of data available on the vocabularies and sequences of words used.  These data can be used to improve performance.

2.3 Lessons learned

In achieving the advances of recent years, some lessons have been learned.  Early systems (those developed in the late seventies and early eighties) were strongly influenced by the rule-based techniques of artificial intelligence.  Hard decisions were made at each stage of processing: Feature extraction, segmentation into phones (letter-sized units of sound), labeling of phones, lexical access.  These systems were vastly outperformed by statistical techniques in which, instead of making hard decisions early, a range of possibilities was stored until all the data could be considered together.  Further, in the statistical methods, instead of an expert writing rules by hand, the training data was automatically processed to create models of  the variability observed.  Structure and knowledge about speech could still be inserted, but statistics were used to model our ignorance about the range of variability.  These statistical systems were more robust to variation than the previous systems, but large databases, or corpora, or transcribed speech are required to train them.   For speaker-independent systems, this cost is not a limiting factor, since it need only be done once.  Further performance gains can be made through adaptation techniques in which a speaker-independent model is gradually adapted to an individual.  

We don’t know how far we can push statistical modeling.  For modeling phones, which recur frequently, hours of speech are used.  For speaker independent systems, this is typically a small amount of speech from many different speakers.  For linguistic units that recur once per sentence (such as grammatical structures) or even more rarely (discourse structures), much larger corpora are needed.  Large corpora of transcribed speech labeled with these units do not currently exist.  

2.4 What are the hard problems?

Several factors have consistently affected performance: Noise, user variability, speech style, and, the hardest to quantify, task complexity.  As we expand our capabilities on any of these dimensions, we expand the space of potential applications.  Further, these dimensions can be traded off against each other.  That is, if a very noisy environment is required, this can be managed at the same error rate by requiring more careful speech or a simpler task.

Twenty years ago, speech recognition typically was conducted in sound-isolated rooms.  Now, many applications exist in normal office conditions and over the telephone.  Our systems are still, however, roughly equivalent to slightly deaf nonnative speakers under noisy conditions.   

Twenty years ago, the problem of user variability was addressed by developing speaker-dependent systems.  Now, many systems for small vocabulary tasks are speaker-independent or speaker-adaptive.  Larger vocabulary tasks, however, still require significant data from individual users to perform well.  

Twenty years ago, systems were tested on carefully read speech.  Now, many systems can perform well with spontaneous careful speech.  Systems still degrade significantly with casual speech effects such as false starts, hesitations, and speech in which syllables and sounds are reduced or omitted (such as “jeet chet” instead of “did you eat yet”).  A more confounding problem from a user interface point of view is the difficulty systems have with ‘hyperarticulate’ speech.  When people think they have not been heard properly the first time, they tend to speak more loudly and to exaggerate the sounds.  Because current systems are statistically based, and because these articulations are rare, systems actually perform much worse than they do with more frequent speech styles.  This is frustrating because when people think they are making it easier on the system, they are actually making it more difficult and performance degrades.  Even if performance overall is in the high nineties, a system can be frustrating to the point of being unusable if errors are not easy to correct.  This points to an important gap in our modeling;  humans seem to find exaggerated styles easier, not more difficult, to understand.

Task complexity is really the ‘miscellaneous’ category of factors that affect performance.  It involves the size of the vocabulary, and, more importantly, the number of words in competition with each other at any given point.  It also includes speech technologies that make speech recognition applications more deployable.  For example, ‘barge-in’ which allows a user to stop an outgoing speech prompt by speaking. Included also in this category is the bottleneck of application development.  In many cases, the technology may be capable of supporting an application but at too high a cost for commercial viability.  As costs of memory and compute cycles and platform size shrink this will be less of a limitation.  However, also needed are tools that make it easier for non-experts to create effective applications.

2.5 What are the hard problems sociologically?

So far, we have discussed hard problems that affect speech recognition technology.  An important challenge that limits speech recognition utility is more sociological than technical.  How do new technical advances get transferred into applications?  How does innovation occur?  What facilitates it? How do we learn from experience?  Making progress on this puzzle is important generally, not just for speech recognition.  Because information sharing is so critical to our progress as human beings, solving the puzzle in the context of information technology could be doubly important.  That is, can we use information technology to bootstrap both the technology and our ability to use it effectively?  

In Bologna recently, an Italian friend who works in the US was driving and parked illegally while she ran into the bank.  She said, “The good thing about Bologna, compared to the US, is that you can do that!”  Later, as we were stuck behind several cars that were illegally parked, she added, “The bad thing about Bologna is that everyone does it.”  It’s extremely difficult to find the right balance between rules, copying what has been learned, and freedom from constraints, which can lead to innovation.  Clearly we need both.  To use an evolutionary metaphor, most of our genes get copied.  This is important because it embodies what our species has ‘learned’ about the environment.  However, there is also a random component that mixes things in new ways.  This is also important and what allows us to try out new things, and, if we’re lucky, to be more competitive as the environment changes.  Can our institutions learn these lessons?  

An important part of growing up is finding our ‘niche’.  An important part of becoming a scientist is learning to carve out an area of specialization.  Once we become good at it, it is easy to keep copying the basic behavior with minor variations that, we hope, lead to some measurable improvements.  However, there is a danger of becoming trapped in a local peak if the variations are too minor.  The big changes tend to arise from thinking in different ways.  Often they come from multidisciplinary interactions.  Because of the tendency to ‘stay within our niche’ different disciplines have evolved somewhat different cultures.  This means that someone who changes disciplines can see things from a different perspective.  Some things will just look new, and some thing will be seen with the biases and tools brought along by inertia from the other discipline.  This process often leads to innovation.  Increasingly, however, changing disciplines becomes more difficult as specialization requires more learning.  In this case, it is often easier to collaborate (or to encourage one’s graduate students, with less inertia, to collaborate).  Often, by combining expertise it is possible to achieve more than either could achieve alone.  This happened in the speech recognition culture when a government program manager forced the merger of the speech recognition community with the natural language understanding community.  

Another forcing function on innovation is technology transfer.  A scientist focused in a certain niche may continue progressing along the same dimensions.  However, attempting to apply existing technology can inspire new technology development.  This is true for speech recognition technology: a few more percent correct accuracy may have far less of an effect on utility than other factors, factors that the speech scientist may not be inspired to work on if technology transfer is not attempted.  These factors include speech barge-in (mentioned earlier), as well as confidence measures, error recovery mechanisms, and demands on resources such as processing power and memory.  An important lesson learned in the speech community in considering technology transfer has been that one need not solve the whole problem in order for the technology to be useful.  For example, transcriptions of speech with very high word error rates can still be useful for automatic topic classification, since the high content words tend to be more clearly articulated.  Working in these new areas is intellectually challenging, but likely would not be attempted by those in the habit of measuring only percent correct.  

We tend to miss many innovation opportunities by isolating technology innovators (typically in universities and research institutions or divisions) from technology exploiters (typically in product groups).  Many researchers feel they are not really doing research if they are too close to applications.  Many in product groups feel that researchers are too far from applications to add value and therefore don’t want to invest resources there.   This is a tremendous wasted opportunity in our society.  When technology transfer is carried out, it is rarely envisioned as a sustainable synergistic system.  It is as if we are still at the hunting and gathering stage for technology rather than trying to farm.  For successful sustainable technology generation and transfer, the whole system from technology creation to end-user has to be analyzed.  The creators and the deployers need to understand and respect each other and their roles.  And it needs to be recognized that the rewards for these groups usually need to differ.

In sum, we know we need to collaborate, we know we need to learn to manage information better; can we use our technology to help us bootstrap ourselves towards these goals?  Viewing speech as a source of information is a start.  It has been and still is the medium most often used by humans to share information.  Yet we are only beginning to automate the use of speech as a source of information.  Viewing speech in this way requires some significant new challenges, such as dealing with very noisy conversationally speech.  Once we start to view speech as a source of information, we may also be able to imagine endowing speech with the same qualities we have come to appreciate in online text as a source of information.  This will require the creation of new technologies, technologies that recognize differences between speech and text and still allow us to, for example, create, edit, summarize and browse spoken documents.  Once we are interacting with spoken documents in these new ways, it may be easier to imagine information technology as a collaborative partner that can not only accept our commands and answer our requests, but also make proactive suggestions and help point us in new directions.

3.0 Summary/Analysis

3.1 Where we are and where we need to be

Speech recognition applications in which speech is used as a means to access information are increasingly visible; command and control devices, database access by telephone, and dictation are the main application areas.  Speech recognition applications in which speech is viewed as a source of information are just beginning to be visible in laboratories and in a few enterprises.  To help with the problem of information overload, however, we need more.  We need information technology that serves as a proactive partner in matching our information needs with available information resources.   Information sources continue to grow.  These sources include spoken information (voice messages, professional talks, meetings, lectures, broadcasts) as well as information in other media (text, video, etc.).  As devices shrink and as mobility increases, we will see an increase in spoken input and output.   As various information sources grow, we will see an increased demand in ways to manage the information and to access it in a targeted way that meets our changing needs.  

As an example of what new technology might bring, think of a typical professional society meeting with several parallel sessions.  You might want to hear some of those that happen at the same time.  Maybe you want to hear several and maybe tapes are available.  But finding the time to review the list of talks and think about which ones to go to is hard enough.  Will you take the time to listen to the tapes if you had them?  What if a proactive automated information partner tells you, based on previous experiences and levels of interest, what talks or what parts of talks are really interesting?  Of course we have to be careful that this proactivity doesn’t become annoying!  Most advertising is annoying because it distracts us with information we didn’t want.  The Microsoft  paperclip agent is often wrong in its suggestions and many people find it annoying.  But we can think of it as an early prototype of a proactive information partner.  It will need to learn and adapt, but it doesn’t have to be 100% accurate.  In fact, it probably shouldn’t be 100% accurate, since we need some randomness in the gene pool. 

3.2 What we need technically

We can imagine some of the new technologies needed to meet the vision of proactive information partners.  For example, we might like to know when someone said a particular thing and whether the person sounded angry and/or confident.  We might like to be able to scan and browse materials in speech, text or video.  We might like to use past patterns and find more of something we were interested in.  Or, to find novel aspects of what our competitors are doing compared to what we are doing.  We might want to get the gist or summary of a long document, or have it translated from another language.  If we are a beginning reader we might want it translated into the same language but targeted at a lower reading level.  We might want to translate it into another modality, for example, have a figure described over the telephone. We might want the information to try to find us as much as we are trying to find it.  This aspect could be a bit frightening because of the potential for abuse.  However, it could revolutionize the way we think about education and training.  For example, instead of separating the process of learning from the rest of our life, we could integrate learning with doing.  For example, instead of reading a manual or taking an online tutorial (which most people don’t have the patience to do anyway), we could start using what we know, state objectives in a general way and get just the targeted help we need to reach that objective.  More freeform learning by browsing information resources would also be available.  And, as long as our systems are imperfect or have a random component, there is still room for surprise and learning something that might be useful later.

3.3 What we need sociologically

We think the vision is compelling.  Yet we know there will be resistance.  There will be resistance because of the inertial tendency to keep doing things the way we have been doing them.  There will also be resistance arising from the fact that many of our first efforts will be wrong or have unforeseen consequences.  Since we believe that information technology can revolutionize the way we manage education and training, we were interested to read the book High Tech Heretic by Clifford Stoll (Doubleday 1999).  The thesis of this book is that computers don’t belong in classrooms.  The argument is essentially that good schools do not need computers and that they won’t improve bad schools.  This may be true, but irrelevant to the question of whether they can be effectively used in the classroom.  As Beulah Arnott (the second grade teacher of one of the authors) put it:  The same argument was made against indoor plumbing but having taught with it and without it she thought that with it was easier and that people eventually learn how to use the equipment.  

In fact, the real argument against computers in the classroom is not that they are useless, but rather that they are a waste of time and money if there are not also resources committed to the infrastructure for their support and use.  It would be like installing toilets without potty training.  If we can learn to co-evolve the technology and the people using it, we believe that information technology can revolutionize education and training by dramatically reducing the cost of content delivery, increasing its timeliness, quality and appropriateness and targeting directly the needs of the individual or group.

An example of a first step in the direction is a vision of how children might improve their reading skills.  A teacher could provide input (for example, particular vocabulary items and a reading level goal).  The child could provide input (for example, topics of interests or a particular author).  The system would then play matchmaker between the pedagogical goals expressed by the teacher and the interests of the child on the one hand and the resources available on the other.  As the child reads the selected materials, help could be available.  An online dictionary could help keep the child focused on the content by making it easier (and more likely) for a child to find out the meanings of unknown words.  The system could provide hints or assistance with pronunciation.  It could prepare a report for a parent or teacher on how the child is doing.  It could provide important data for reading theorist on how children progress in reading skills.  Children and adults could have access to materials written at reading levels beyond their current abilities.  Such a system could help address the needs of adults with limited literacy, whether their literacy is limited because they never learned to read well in their native language or because they are just learning a new language. 

3.4 summary… 

Can new information technologies help manage information overload and make information access more accurate and more convenient?  We believe it can, provided we can learn to co-evolve ourselves with the technology.  As an analogy, we need not just the technology of the automobile and the infrastructure of roads, but also the social mechanisms of rules of the road and driver training.  Why would we want to do this?  For the same reasons that speaking and reading and writing are interesting: we want to share information.  As information resources continue to grow, rapid targeted access to the information will increasingly make us more competitive.  And finally, how can we do this?  We don’t know yet, but we suspect that it will involve improved information technologies, improved collaboration technologies, and improved tools for integrating diverse technologies in new ways.  As important as these technical gains are, we will also have to find new habits of thought and social structures that enable more effective technical innovation and transfer of new technology into applications. 
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Joseph Picone …

From Peter Brown

The next great wave in information technology is automatic speech recognition for the masses.  The simple "voice typewriter" is nearly with us, and not a moment too soon for the flood of E-mail; and true speech understanding (which may still be a long time coming?) will have enormous consequences for ordinary life (imagine not be restricted even to the set of commands within MS Word!). but you would then want to add that the reality has been just around the corner for decades now; it is time to take realistic stock of where we are, what technical approaches are most promising, what the remaining problems are, and where we are likely to be with this technology three to five to ten to twenty (??) years from now.
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intended to complement rather than clarify the written word. As a result, articles must stand on their own as clear and compelling narratives. When technical terms are used, they should be defined in ordinary language, and abstract ideas should be illustrated with examples and analogies. (As the poet William Carlos Williams put it, "No ideas but in things.") Arguments should be not only stated but also conceived with the nonspecialist in mind; the thesis of an essay should be broad enough, and bold enough, to engage the curious general reader.

The typical article in THE SCIENCES is about four thousand words in length and is organized somewhat differently from a scholarly paper. It opens not with an abstract or a thesis statement but with a brief narrative (of roughly five hundred to eight hundred words) designed to pique the reader's interest and convey the overall point of the piece. This lead-in may take a variety of forms - a historical anecdote, for example, or a philosophical musing but it should culminate in a "billboards" paragraph, in which the theme of the article is explicitly stated and its importance explained. You can then back up, start at the beginning, and present your argument one step at a time, for the reader will have a firm sense of your purpose. The second portion of the article is often devoted to background information a chronological survey of the subject, for instance, or a summary of competing theories and the final portion to the analysis needed to fulfill the promise of the billboard.
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A FINAL NOTE
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