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Introduction
Breast Cancer Facts - In 2020, there were 2.3 million

women diagnosed with breast cancer. (WHO 2020) .

Causes of Breast cancer-Genetic, Environment, Early

menstruation, and Late menopause.

Breast Anatomy- Parts-Ducts, Lobes, Lobules, Lymph

node.

DCE MRI for breast imaging produces high-

resolution images for women at high risk of breast

cancer and is also effective for evaluating dense female

breasts

• Detect microscopic lesions in a (potentially) large

volume of tissue. High temporal resolution while

preserving high spatial resolution.



Introduction- Grade Facts

• Grade –Prognostic factor and aggressive potential

• The 3 factors for one of the scoring systems are

(the Nottingham Histologic Score system)

• amount of gland formation

•  nuclear features

•  mitotic activity



Motivation
• Low grades (Grade I and Grade II) are less aggressive and show an avascular nature with less proliferation of 

tumors.

• High Grade is a more aggressive, highly intense, highly vascularized, and heterogenous large mass where 

necrotic, and apoptotic processes take place in the tumor.

• Needle biopsy may be a misinterpretation of the actual grade due to tumor heterogeneity.

•  It is essential to ascertain suitable machine learning methods for differentiating low and high-grade breast 

tumors. 



Aim & Objectives
Aim:  To analyze Radiomics-based low and high-grade DCE-MR breast tumor classification with a 

collection of classifiers using LASSO feature selection 

Objectives:

• Analysis of clinicopathological characteristics

• Feature selection by LASSO model

• classification of high-grade and low-grade tumors by using a collection of classifiers 



Materials & Methods
Dataset description

• A total of 638 patients included in our study where 431(67.55%) were low-grade and 207 (32.44%).

• A total of 529 features named tumor enhancement, shape, enhancement of tissues surrounding, texture, and

shape were extracted from the segmented tumor

Feature Selection

• LASSO regression analysis techniques are frequently employed in feature selection and binary classification.
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• Pairwise Pearson Correlation Coefficient Matrix (PCCM) identified high-correlated feature pairs



Materials & Methods

Classifiers

• Logistic regression (LR), k-nearest Neighbors (KNN), Linear discriminant analysis (LDA), Gaussian Naïve

Bayes (GNB), Linear Support Vector Machines (LSVM), and Random Forest (RF) were implemented for the

classification of Low and High grade

• The performance of different classification models was analyzed by using evaluation matrices such as

Accuracy, Sensitivity, Area Under the receiver operating characteristic Curve (AUC), specificity, F1-score,

Precision, Positive Predictive Value (PPV), and Negative Predictive Value (NPV).



Results and Discussions

Representative set of breast DCE MR Images of two different High-

grade patients acquired in the axial plane  (a) one can appreciate high-

intensity tumor and (b) one cannot appreciate high-intensity tumor

Representative set of breast DCE MR Images of two different Low-grade

patients acquired in the axial plane (a) one can appreciate moderate-intensity

tumor and (b) one cannot appreciate moderate-intensity tumor.
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Low grade High grade p-value

No of subjects 431(67.55%) 207(32.44 %)

Age(Mean±SD) 54.69±10.86 49.90 ± 11.61 0.6921

Estrogen receptors status <.00001

Positive 376(87.23%) 105(50.72%)

Negative 55(12.76%) 102(49.27%)

Progesteron

receptor status

<.00001

Positive 338(78%) 75(36.23%)

Negative 93(21.57%) 132(63.76%)

HER2 status 0.00239

Positive 62(13.38%) 50(24.15%)

Negative 369(85.61%) 157 (75.84%)

Response status <.00001

PCR 9(2.08%) 37 (17.87%)

Non-PCR 83(19.25%) 59 (28.50%)

Not Available 332(77.03%) 103 (49.75%)

Others 7(1.62%) 9 (4.34%)

Menopausal Status 0.02629

Premenopausal 179(41.53%) 109(52.65%)

Postmenopausal 241(55.91%) 95(45.89%)

Not Available 11(2.55%) 3(1.44%)

Bilateral status 0.00451

Bilateral 25(5.80%) 2(0.96%)

Non -Bilateral 406(94.66%) 205(99.03%)

Clinicopathologic Characteristics

LASSO Analysis



Results and Discussions

Pearson Correlation Coefficient Heatmap of the features selected for 

predicting tumor grades
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Classifiers
Accuracy 

(%)
AUC

Sensitivity 

(%)

F1-score Specificity 

(%)
Precision NPV

LD 74.6 0.78 91.53 0.82 39.68 0.75 0.69

LR 75.6 0.76 92.30 0.83 41.26 0.77 0.72

GNB 73.6 0.74 90.76 0.82 38.09 0.75 0.67

L-SVM 77.9 0.79 96.15 0.86 39.52 0.82 0.58

C-KNN 73.6 0.70 91.53 0.82 36.50 0.74 0.67

RF 74.4 0.71 91.36 0.84 30.18 0.76 0.57

Performance Analysis of Different Classifiers for Categorizing Low and High-Grade 
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LASSO Selected Features

Selected Features
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AUC for L-SVM Classifier



Conclusions

• An experiment was conducted to classify breast tumor grades using different classifiers. 

• LASSO feature selection method with optimal hyperparameter selection has selected 8 optimal features for 

the evaluation process. 

• The clinical and histopathological characteristics tabulation revealed highly significant differences between 

the clinical parameters and tumor grades. 

• For the feature’s multi-collinearity identification, a Pearson Correlation Heat Map has been generated.

• Lastly, the collection of classifiers was involved in tumor grade classification.
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