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ABSTARCT

• This work focuses on classifying MRI images using machine learning models to identify Alzheimer's 
disease (AD), the most common form of dementia, at an early stage. 

• It is now possible to identify and forecast the onset of AD by analyzing brain scans collected through 
Magnetic Resonance Imaging (MRI) and using artificial intelligence (AI) technologies, classifying patients 
as either at risk or not. 

• The main goal is to make precise predictions.

• Using machine learning methods such as Convolutional Neural Network (CNN), Support Vector Machine 
(SVM), and fastai—a user-friendly deep learning library and framework—we developed models using a 
dataset of 6400 MRI images from the Alzheimer's Disease Neuroimaging Initiative (ADNI) 4 class for the 
early detection and classification of AD .

• This study demonstrates a viable method for classifying and diagnosing Alzheimer's disease early on, 
utilizing MRI images and machine learning models.



PROBLEM DEFINITION

The problem definition is focused on how to effectively and 
promptly diagnose Alzheimers’ disease using data from Magnetic 
Resonance Imaging (MRI) and machine learning methods. 



INTRODUCTION

• Alzheimer’s disease  has 
no cure with it being the 
seventh leading cause of 
death in the world.

• MRI scans detect its early 
signs.

• Machine Learning Models 
effectively classify this 
images.

• Early detection of the 
disease allows for easy 
management and 
treatment of the 
disease.



SYNERGY BETWEEN MACHINE LEARNING AND MRI 

• Enhanced Image Analysis

• Feature Extractions

• Early Detections

• Pattern Recognition                                                                                                                             

• Accurate Diagnosis

• Predictive Modeling



DATASET 

• Data Collection and 
Preprocessing:6400 
data images was gotten 
from ADNI website

• It is contains 4 classes 
of images

• The data was gotten 
from Alzheimers’ 
Disease Neuroimaging 
Initiative(ADNI)

                                                                                        



DATA 
PREPOCESSING 

• Train data gen was rescaled to   
1./255 .the pixel values of the 
images to the range [0,1]                                                                                                                             

• The code "Validation split = 0.2" 
divides the training data into two 
parts: a training set and a validation 
set. The validation set comprises 
20% of the original training data 
and is used to assess the model's 
performance during training..

• Valid data gen rescaled images to 
1/255

• Test data gen Rescaled to 1/255



DATA 
PREPOCESSING 

• Training data:4098

•  Images belongs to 4 
classes                                                                                                                             

• Validation data:1023 
images belongs to 4 
classes

• Test data:1279 images 
belongs to 4 classes



DATA 
PREPOCESSING

AND 
EXTRACTION 

• There are 6,400 images in all.

•  3,200 of which are labeled as Demented

•  2,240 of which are very mildly demented.

•   896 of which are mildly demented.

•  64 of which are moderately demented.

•   The images were divided into two directories 
one for training images and the other for 
testing images.



MACHINE LEARNING APPROACH 
What is Support Vector Machine?

• Handles High-dimensional data
                                                                                                                             

• Has Ability to capture Complex patterns

• Robust against overfitting

• Works well with limited training  samples



SVM 
EVALUATION 

• Accuracy of 70% 
shows the instances 
were correctly 
classified.

• Precision of 49% 
shows  true positive 
predictions.

• Recall of 70%

• F1_Score of 55%



MACHINE LEARNING APPROACH 
What is Convolutional Neural Network?

• Commonly used for analyzing visual data such as images or videos

•  It has the  ability to automatically learn and extract features from input 
data.                                                                                                                        

• Scans across images to detect patterns and features at different spatial scales

•  It is a 9-layer model built with keras Tensorflow.

• CNNs have revolutionized the field of computer vision and have achieved 
remarkable success in various applications.



COMPARISON BETWEEN CNN AND VGG16

• CNN utilizes convolutional layers and pooling  functions.

• VGG-16 uses a uniform structure with small 3 by3 filters and max pooling.

• CNN is a deep learning architecture mainly for image analysis and pattern 
recognition, while  VGG-16 focuses on extracting features across various scales and 
complexities.

• VGG-16 has a total of 16 layers

• VGG-16 has 13 convolutional layers and 3 fully connected layers
                                                              



USING TRANSFER LEARNING IN CNN

• Takes Layers from a previously trained model

• Trainable layers on top of the frozen layers

•  Freezes them to avoid destroying information they contain during training 
rounds

                                                                                                                             

• Train new layers  on a new dataset



VGG-16 
ARCHITECHTURE 

IN CNN

• The model holds a 
sequential function .

• Dropout is a regularization 
technique that helps to 
prevent overfitting

•  A dropout layer of 0.5 rate 
was added.                                                                                                                             

• Flatten layer flattens the 
multidimensional output .



DENSE LAYER ARCHITECTURE

• A layer in a neural network that represents a fully connected layer

• It is placed after the convolutional and pooling layers

• Uses four neurons in the neural network model



SOFT-MAX 
ACTIVATION 

FUNCTION 
IN NEURAL 
NETWORK

• Soft-max predicts class probabilities in 
multi-class classification.

• e denotes the mathematical constant 
Euler’s number

• Zi represents the input to the SoftMax 
function for the i-th class

• Where the total sum of the exponential 
values of all the element in the input value 
is 



ACCURACY 
OF THE 
VGG-16 

TRANSFER 
LEARNING 
ON A CNN

• Accuracy using VGG16 
transfer learning on CNN is 
80.4% of the datasets

• Precision is 84.1%

• Recall is 62%

• Area under the Curve is 
0.56



RESULTS AND CONCLUSIONS

The primary objective of this research was to develop accurate algorithms for 
the early detection of Alzheimer's disease. 

Our models achieved an accuracy of 80.4\%, with the convolutional neural 
network (CNN) and the incorporation of a pre-trained VGG layer into the 
sequential model emerging as the top-performing algorithms with 84.4\% 
accuracy. 

Our approach involved a comprehensive exploration of various machine 
learning algorithms to identify those capable of timely and precise disease 
detection.
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