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	ECE7000 - Homework 2 
	Daniel May

February 15, 1983


	Problem 4.1
The text refers to a function called zeroth which is part of the TISEAN package.  For this assignment, I’ve implemented a Matlab version of zeroth.  My implementation is based on descriptions and usage examples found on the web of the TISEAN version of zeroth.

Basically, this function predicts a user-specified number of points given an observed time series.  The algorithm is based on the simple nonlinear prediction algorithm described in the text (Kantz page 52).  The algorithm uses an RPS derived from an observed time series, and searches for points in the neighborhood specified by r with center at xN.  The user must also specify a minimum number of neighbors, and the neighborhood radius r is increased by a user-specified factor until the minimum number of neighbors are found.
For this problem, two data series are considered:  one containing uniformly generated values in the interval [0,1].  The second is based on a deterministic evolution of x which follows the rules x0 = 0.1 and xn+1 = 1-2xn ^2. (This is known as a Ulam map.)

	Figure 4.1.1-a: Ulam Map
[image: image1.jpg]i M‘M 1 l
I ‘J.J

g§ |

Q\P

"

l
|

‘
“
3

i
Wl

|

i
‘ [





	Figure 4.1.1-b: Uniform Random Numbers
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	Visual inspection indicates that both data series are noise.  We use the zeroth function to predict the next 100 values for each data series and plot the resulting RMS error as a function of Δn, the prediction time.  For both series, 2 embedding dimensions and a delay of 1 are used.  The minimum neighbor value was set to 5 and the initial radius was 0.1 with an increase factor of 1.1. 


	Figure 4.1.2-a: Prediction RMS (Ulam)
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	Figure 4.1.2-b: Prediction RMS (Noise)
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	For the deterministic Ulam map, we see a sharp increase in prediction error between 1<=Δn<=5, and afterwards the prediction error begins to level out.  For the uniform noise, the prediction error quickly decreases levels out to a minimum range.   



	Problem 4.2



	For this problem, 5000 iterates of the Henon map are calculated and Gaussian noise with amplitude 0.05 is added.  The figure below shows the RMS error as a function of the prediction time.
Figure 4.2.1: Prediction RMS for Henon Map + Gaussian Noise
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The original Henon map is used to predict the subsequent values, and the RMS is computed from the predicted values and the noise corrupted Henon map.



