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ABSTRACT

Hidden Markov models (HMMs) are stochasti
models able to represent sequential signals. They
widely and successfully used in speech recogniti
and recently also in handwrit ing recognition
applications. As each modeling techniques al
HMMs impose some constraint on the modele
signal. Feature independence assumption
considered to be one of the major drawbacks of t
hidden Markov modeling approach. Lot of researc
effort is devoted to relax this assumption. Reviewe
article presents a theoretical justification of th
multiple observation HMM training method that doe
not impose the independence assumption. T
derived training algorithm is proven to guarantee
convergence of the training process. Trainin
equations constrained by the feature independen
assumption are shown to be a special case. In t
paper we will make a theoretical review of th
suggested method and its usability for a larg
vocabulary continuous speech recognition.

1. Introduction

HMM techniques are becoming more and mor
popular in various research and application area
They are used to model divers stochastic sequen
signals. Current research effort is devoted primary
the area of speech and handwr i t ten le t te
recognition.

We always use some kind of preprocessing to get t
s ign i fi can t fea tures of the s igna l . S ince
characteristic of the speech signal is extreme
heterogeneous, we need a lot of parameters
describe each specific feature distribution. T
describe the static features in the speech use
observation probability densities modeled b
e

e
s
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Gaussian mixture distributions. Temporal nature
the speech signal is characterized by the transitio
structure (left-right topology) of the HMM. Also
some specific models allowing back-transition ar
designed. They can be used to model e.g. long last
silence.

The hidden Markov model parameters estimatio
problem is not trivial and usually requires som
underlying assumptions to be valid. If thes
assumption are not realistic, they can significant
decrease the system learning and recogniti
performance. The reviewed paper is concentrated
observation independence assumption during t
training process. Theoretical justification of a new
training method not imposing the observatio
independence constrain is provided.

The standard hidden Markov model elements and t
forward-backward observation evaluation procedu
are described in the first part of the article. Th
derivation of the standard Baum-Welch mode
training algorithm is reviewed consecutively.

Then a new technique (combinatorial method fo
multiple observation training) is suggested. Th
observation sequence probability is revealed in term
of conditional probabilities, thus avoiding the
assumption of statistically uncorrelated observatio
sequences.

The training equations for two special cases a
derived at the end of the article. One special ca
assumes observations independence. The auth
proved that this special case leads to a standa
Levinson training equation. The second special ca
assumes uniform dependence of training observati
Special training eqauation is derived on the base
this assumption.
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2. Article Review

Short history of the hidden Markov model studies
reviewed in the Section 1 of the article. The mai
application areas are also outlined. The authors th
introduce a new approach utilizing observatio
independence assumption. The main benefit of t
approach is implied freedom in training equation
derivation. At the end of the introductory section th
paper organization is introduced.

2.1. First Order Hidden Markov Model - Standard
approach

The traditional first order hidden Markov mode
elements are reviewed in the Subsection 2.1. Tw
standard topologies - ergodic and left-right model a
introduced in the Subsection 2.2. Subsection 2
defines Forward-Backward Procedure for observati
evaluation.

Baum-Welch model training algorithm derivation
using Baum auxiliary function is briefly outlined in
the Subsection 2.4. The Baum-Welch trainin
algorithm is a useful learning algorithm based on th
Expectation-Maximization theorem. Then a bas
state and transition parameter updating equations
expressed in terms of joint events and state variab

2.2. Multiple Observation Training - Combinatorial
Method

Now we introduce a combinatorial HMM training
method that does not impose the condition o
statistical independence on training samples.

Lets is an observation sequence of a particul
pattern class

(1)

where

 for (2)

are the individual observation sequences of t
pattern class.

If the observation sequences are independent, we
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compute the joint observation density as:

(3)

In case we assume that observation sequences dep
on one another, authors suggest using the followi
expressions for :

(4)

These equations do not introduce any addition
constraint on the task.

On the base of the above equations the multip
observation probability can be expressed as:

(5)

where weights can be determined from th
conditional probabilities:

(6)
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3. Training Equation Derivation

Baum auxil iary function is introduced like a
summation of Baum auxi l iary funct ions for
individual observations:

(7)

Then an unconstrained training equation is derived
the Lagrange multiplier method. The following
training equations are obtained (very similar to th
standard - observation independence assumin
equations.

1.) state transition probability:

(8)

for

2.) symbol emission probability:

(9)

for

3.) initial state probability:

(10)

for .
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3.1. Special Cases

For the independent observation case we obta
Levinson training equation. For the uniform
dependence assumption we obtain:

1.) state transition probability:

(11)

for

2.) symbol emission probability:

(12)

for

3.) initial state probability:

(13)

for .

4. Critical Objections

The problem how to get the conditional observatio
probabilities is not solved in the article. No one i
able to get the modified training equations withou
knowing weights values. This is the majo
disadvantage of the suggested approach.

Another drawback of the article is that there is n
experimental verification experiment provided. Th
experimental verification should be provided at lea
for the case of the uniform observation sequen
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dependence assumption. In this case there is onl
minor difference between the resulting trainin
equation and the commonly used training equation

5. Contributions of Suggested Technique

The main contribution of the suggested technique
modified parameter estimation equation for hidde
Markov model training that does not impos
constraining observation independence assumptio

The HMM training theory is enriched by the
derivation of training equation for the case of a give
condit ional dependence of class observatio
sequence.

Practical application is not obvious. The majo
obstacle is determination of conditional observatio
sequence probabilities, i.e. weights in derive
training equation.

6. Summary

Model topology primary used in the area of speec
recognition is left-to-right (also called Bakis) hidde
Markov model. We can not train such a model wit
only one observation sequence available, because
model has many parameters and we can not estim
them reliably from just one observation sequence p
model. We are always using multiple observatio
sequences in speech recognition applications.

The application of the suggested technique in the a
of large vocabulary continuous speech recognitio
system is not manageable, because we are not abl
separate observation sequences for particular clas
Speech recognition is a hierarchical problem. It
necessary to identify data classes on different leve
phones, words and sentences.

In fact the dependence between multiple trainin
observat ion for a part icular class in speec
recognition applications is not observable. Th
training data are supposed to be collected random
It is necessary to make this assumption valid, becau
otherwise speech training database is corrupted. T
models resulting from the training can not be used f
the recognition of the independent test set.
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