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ABSTRACT

“Large Vocabulary Decoding and Confidenc
Estimation Using Word Posterior Probabilities” [1
by Evermann et al.investigates the estimation o
word posterior probabilities based on word lattice
and presents applications of these posteriors in
large vocabulary speech recognition system. Tw
approach to estimate the word posterior probabiliti
and incorporate into the decoder. A method based
decision trees is suggested to solve the problem
overestimation by word posteriors according to th
idea of confidence scores.

In our review, the theory behind the technique look
sound, the technique seems promising to improve
performance in word error rate of speech recognitio
and the experiment results nicely veri fy th
improvement achieved by this word posterio
technique.

1. INTRODUCTION

In Large Vocabulary speech recognit ion, th
conventional Viterbi decoder typically generates
word lattice which contains a large number o
competing word hypotheses and their associat
likelihood scores. And then the recognizer is used
rank these competing hypotheses and select the
best hypothesis as the final output. However, a Vite
decoder only considers the state level path with t
best scoring and ignores the influence of likelihood
of all other paths, i.e. different time segmentations
the same word sequence, pronunciation variants,
competing word hypotheses. The problem of th
approach is that it would completely disregard wor
sequence constraints by treat ing al l f rame
independently and would, for example, not be able
detect when the same word is spoken twice
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sequence. Thus, Evermann et al in their pap
investigate techniques to augment these likeliho
with estimates of word level posterior probabilitie
that allow these alternative paths to be incorporat
into decoding.

Two approaches were proposed to estimate the w
level posterior probabilities as: 1)time dependent
posterior rescoring,which takes the sum of all word
hypothesis probabil i t ies which represent th
occurrence of the same word in more or less the sa
segment of time; 2)confusion network,in which the
posteriors of time overlapping links corresponding
the same word are added to yield word posteri
estimates. The novel contribution of the paper is th
Evermann et al apply the method of confidenc
scores to help trace the problem of overestimation
word posteriors, and then a method that ma
posteriors based on decision trees was applied
compensate for the effects of the lattice size and t
resulting overestimation of the posteriors.

Therefore, the review has been organized as t
following: section 2 will describe the theory behind
the word posterior technique, and procedures
estimate the word posteriors; section 3 will analyniz
the experimental results achieved by Evermann et
section 4 will summarize the conclusion that w
should recommend this paper.

This paper is well worthy of recommending due t
the following nice features: (1) This technique reall
help improve the performance in word error rat
according to the experiments of authors, for examp
resulting in >2.5% relative reduction on triphon
systems with both hub4 and hub5 data sets. (2) N
and insightful analysis about the experiment
comparison not only confirms readers the correctio
of the technique but also conveys much benefici
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information to readers.

2. METHODOLOGY

2.1. Motivation:

Most speech recognition systems are based on
maximization of the Bayes’ rule:

Within this framework a speech recogniser ca
compute the most likely word string W for a given
acoustic signal X using approximations of P(W|A
These approximations are often referred to asscores.
And Viterbi decoding finds state-level path with
maximum a-posteriori probability P(W|X) (sentenc
level MAP). However, decision based on sentenc
level MAP leads to minimum sentence error rate
sub-optimal for word error rate. Thus, we ar
thinking that we can use word posteriors p(w|X
instead.

2.2. Estimating Word Level Posterior Probabilities:

The estimation of word level posterior probabilities i
based on the scores contained in a word lattice, wh
associates with the following information:

• Lattice contain information needed to
estimate word posteriors;

• represent relevant (most likely) part of
search space;

• each link has a word label and acoustic
pronunciation and LM score;

• each node corresponds to point in time;
• duplicate links to keep LM history and

acoustic context unique.

Step 1: Use forward-backward algorithm to calculat
a link posterior probability for each link in the lattice
The link posterior p(l|X) is defined as the sum of th
probabilities of all paths q passing through the link
normalized by the probability of the signal p(X):

P W X( )
P X W( )P W( )

P X( )
-----------------------------------=

p l X( )
p q X,( )

Ql
∑

p X( )
------------------------=
e

-

where p(X) is approximated by the sum over all path
through the lattice, that is

The probability of a path p(q, X) is composed from
the acoustic likelihood and the languag
model likelihood :

where is acoustic model scale factor, which wa
taken as the reciprocal of the standard langua
model factor.

Step 2: Estimation of word posterior:

Approach 1: Posterior Rescoring:
The word posteriors were added as an addition
score to the acoustic and language model scores
the search was performed based on the resulting n
decoder objective function:

where is the language model weight, is the wo
insertion penalty and ||W|| is the number of words
the hypothesis. Here, is the word
posterior probability of the word hypothesised at tim
t in path .

Thus, the word posteriors act as a local consisten
measure, if one link hypothesis is supported by ma
high scoring alternatives then its likelihood is
increased.

Approach 2: Confusion Network Clustering:
As shown in figure 1, the idea behind the algorithm
to 1) combine overlapping links corresponding to th
same word in the same time segment to obtain a wo
posterior estimate (adding link posteriors); 2) clust
phonetically similar words to form a linear graph
called confusion network, in which a clustering
procedure is performed to achieve a total order of t
links, i.e. two links are either in the same cluster o

P X( ) p q X,( )
Q
∑=

Pacc X q( )
Plm W( )

p q X,( ) pacc X q( )
1
γ
---

plm W( )=

1
γ
---

f W( ) p X q̂ W,( )
1
γ
---

p W( )ρ
W
γ

----------
p w q̂ t,( ) t X,( )(
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triphone quinphone Rover

baseline 42.6(0.182) 40.3(0.170) 39.5(0.145)

post-dec 42.5(0.234) 40.0(0.188) 39.1(0.197)

confnet 41.5(0.213) 39.7(0.198) 39.1(0.186)

triphone quinphone

baseline 17.4 16.2

post-dec 17.0 16.1

confnet 16.9 16.0

Figure 1: confusion network: pick the hypotheses with the
highest posteriors from each cluster, i.e. ABBC
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one precedes the other. 3) pick the hypothesis w
the highest posterior probability from each cluste
by doing this, they expect to get the word sequen
that minimizes the expected word error rate.

3. EXPERIMENT ANALYSIS

The experiments were conducted on the lattic
generated by the HTK system used in the 1997 Hu
(broadcast news) and the 1998 Hub5 (conversatio
telephone speech) evaluations using triphone a
quinphone acoustic models and 4-gram langua
models.
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Hub4 Hub5

WER SER WER SER

baseline 17.4 92.0 42.6 80.2

post 17.0 92.0 42.5 80.5

confnet 16.9 92.3 41.5 80.6
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Table 1 clearly verifies Evermann et al.’s assumptio
that word based posteriors can be used to improve
accuracy of a Viterbi MAP decoder. The results als
exhibit this improvement might come from tradeof
between word and sentence error rates, i.e. a decre
in WER but an increase in SER. The confusio
network approach proves to be more robust, as
can see it yields similar improvements on bot
corpora while the posterior rescoring techniqu
works well on Hub4 corpus but gives no significan
improvement on the Hub5 data. Then Evermann
al. explain that hypotheses on the Hub5 data tend
l
be rather poor, which greatly deteriorates th
accuracy of posterior rescoring technique becaus
only considers links covering the same frame, whi
the confusion network clustering performs on grou
time overlapping links into clusters to find the
optimal alignment thus compensating for the poo
segmentation by the acoustic models.

Evermann et al dig this up deeply, and they claim th
at lower word error rates the correlation betwee
sentence and word error rates should be mu
stronger than at higher error levels, therefore, it
very interesting to find a greater potential fo
improvements by using a word posteriors in th
decoder even at the lower word error rate level,
there is still significant improvement with Hub4 set.

Table 3, and Table 4 show a comparison of results
Hub4 and Hub5 with triphone and quinphone system
Both techniques are similarly successful in achievin
a useful improvement on the triphone lattices, but th
effectiveness on the quinphone system is mu
smaller. Evermann et al applyConfidence Scoresto
analynize this that makes sense. Word posteri
probabilities can be used directly as confidenc
scores of the word hypotheses. If the lattices used
small and contain only a small fraction of the likely
word sequences, the posteriors are therefo
relatively poor confidence scores. Quinphone syste

e

se
Table 1: Decoding experiments on triphone lattices for HTK
Hub4/Hub5 systems using time dependent posteriors
(post) and confusion network clustering (confnet)
Table 2: WER for Hub4 eval’97 decoding experiments
Table 3: WER & NCE for the Hub5 eval’98 set
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has relatively smaller lattices, thus, the posteri
probabilities are less useful as confidence scores t
on the triphone system. Further, both the quinpho
lattices and the pruning triphone lattices tend
overestimate the posterior probabilities of words.
order to compensate for the effects of the lattice si
and the resulting overestimation of the posterior
Evermann et al. propose a piecewise linear mappi
function based on the step function defined by th
decision tree and applied to the posterior value
They gave the results to show the improvement of t
resulting confidence scores for both techniques
posterior estimation, but failed to describe how t
implement this approach clearly. In addition
Evermann et al. tell us that the tree mapping
necessary for both methods, however, it is not fa
that they don’t tell the mapping function in detail the
use, and even the references for this function.

Besides triphone and quinphone systems, Everma
et al applied this technique to their Rover syste
which combines triphone and quinphone, and obta
the same best number on both posterior rescori
approach and confusion network decoder in wo
error rate. But they simply contribute the hig
improvement using posterior rescoring approach
the bet te r con fidence es t imates , the mo
compensation. I doubt it, because in the triphon
system, posterior rescoring approach also has
better confidence score than confusion netwo
approach, even better than that in Rover system,
only achieves 0.1% a not significant improvement
word error rate.

4. CONCLUSION

This paper present a review on a technique usi
estimation of word level posterior probabilities base
on word lattices to improve the performance in wor
error rate in large vocabulary speech recognitio
Two approaches can be applied to estimate the wo
posteriors, and then the word posteriors was added
an additional score to the acoustic and langua
model scores. A mapping function based on th
decision tree was applied to the posterior values
compensate for the effects of the lattice size and t
resulting overestimation of the posteriors.

The experiments nicely demonstrate the hypothes
n
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of authors: 1) word posterior probabilities do help t
improve the accuracy of a Viterbi MAP decoder; 2
the approach to estimate word posteriors usin
confusion network clustering is more robust tha
using time dependent posterior, and achieves mu
more improvement in word error rate on bot
triphone and quinphone systems. On the other sid
Evermann et al dig up the reason behind th
experimental results, and suggest decision trees
make the estimation more robust based on confiden
scores. In this way, I strongly recommend that th
paper should be published.

As we point out some weakness or suggestion in th
paper, especially making confidence score related
the performance more clearly, if there is some line
re lat ionship between confidence score an
performance. We hope we can see more reports
extensive theoretical analysis of the word posteri
procedure, especially how to implement the mappin
function based on decision trees.
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