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Abstract—PCA (Principal Component Analysis) can be used in 

face recognition .given an s-dimensional vector representation of 
each face in a training set of images ,PCA find a m-dimensional 
subspace(m<s) whose basis vectors correspond to the maximum 
variance direction in the original image space. Another technique 
that has been used in face recognition is ICA (Independent 
Component Analysis) .ICA attempts to find the basis along which 
the data projected are statistically independent. Bartlett and  
Sejnowski provided two architectures of ICA for face 
recognition[1]. 

In this project, it is tried to use the architecture I  in order to 
comparing PCA and ICA in two different using of data set.  

 
Index Terms— Face recognition, Principal Component 

Analysis, Independent Component Analysis 
 

I. INTRODUCTION 
ace recognition is used in many research field such as 
Human Computer Interaction(HCI),biometric and security. 

Face recognition is also very important because it is a typical 
Pattern Recognition problem whose solution can help other 
classification problem. In order to having good recognition, 
the feature selection is very important. In fact feature selection 
in pattern recognition obtains significant features from data to 
reduce the amount of data for classification and provide strong 
discriminatory [2]. 
One way to feature selection is Principal Component Analysis  
(PCA).  This method is a classical feature extraction and data 
representation technique which is widely used in the area of 
pattern recognition and computer vision. Turk and Pentland 
presented the Eigenfaces method (PCA) in face recognition in 
1991. Then PCA has been widely examined and has become 
one of effective methods on face recognition. In this technique 
the eigenvalue and eigenvectors of covariance matrix of 
original data set are calculated .the covariance matrix contains 
values that indicate how much the dimensions vary from the 
mean with respect to each other. The eigenvectors with 
highest eigenvalues contain the most information and are the 
principal components of the data set. By choosing only a few 
eigenvectors (correspond to highest eigenvalues) and 
multiplying these vectors with the original data set a new data 
set is obtained with less dimension, but still with the most 
important characteristics of the original data. In face 
recognition by using PCA , The dimensions of the  
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Original feature vectors of the face images are reduced by 
calculating the eigenvectors of the covariance matrix and 
choosing the important eigenvectors. 
 The next step, the Similarities between a new image and the 
original images from data base are measured.                     . 
One of the advantages of PCA-based algorithm for face 
recognition is reasonable performance levels and ease of 
implementing them. It provides an optimal signal 
representation technique in the mean square error sense. In 
other word, PCA produce projection axes based on the 
variation from all training samples. 
Another feature selection and dimensionality reduction 
technique is Independent Component Analysis (ICA).that is 
one powerful solution to the problem of blind source 
separation. This technique also was used in face recognition 
by Batrtlett and Sejnowski.ICA searches for a linear 
transformation to express random variable as linear 
combinations of statistically independent source variable [1]. 
Because in face recognition, most of important information is 
in the high-order relationships among the image pixels, ICA is 
a technique that sensitive to high order relationship and works 
better than PCA in face recognition.PCA considers the 2nd 
order moment only and it has uncorrelated data, while ICA is 
suitable for higher order statistics and it identifies the 
independent source components from the observations. So 
ICA provides better representation than PCA [2]. 
` 

II. METHODOLOGY 

A. PCA (Principal Component Analysis) 
 
Let matrix X be the column vectors of the training images, W 
represent the projection vectors. Then the samples projected 
are Y=WX .the projection is selected to maximize scatter S 
which is covariance multiplied by number of samples. 
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In fact   ௢ܹ௣௧ is a selecting of eigenvector corresponding to 
the largest eigenvalue of the scatter matrix ሾ3ሿ. 
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B. ICA (Independent Component Analysis) 
 
Some algorithms have been performed for ICA .in this project 
the informax algorithm which was proposed by Bell and 
Sejnowski[1,4] is used. Let X be an n-dimensional (n-D) 
random vector representing a Distribution of inputs. W is an 
n ൈ n invertible matrix, U=WX and Y=f(U) an n-D random 
variable which represent the outputs of n-neurons .each 
component of f=(f1,…,fn) is an invertible squashing function, 
mapping real numbers into the [0,1] interval. Usually, the 
logistic function is used [1]: 
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In Bell and Sejnowski algorithm, the mutual information 
between X and the output Y must be maximized .this is 
achieved by performing gradient ascent on the entropy of the 
output with respect to the weight matrix W. we have:   
 

 

Where ܻ  is the ratio between the  second 

and first partial derivatives of the activation function.E is 
expected value and .H(Y) is the entropy of the random vector 
Y and ߘ  is the gradient of entropy of Y.by multiplying 

் in above equation the matrix inverse can be avoided. So 
we have: 

 
Where I is the identify matrix. From the logistic transfer 
function (2) gives ܻᇱ ሻ. 
So maximizing the joint entropy of Y makes output 
component to be statistically independent. It can be shown that 
maximizing the joint entropy of the output Y can minimize the 
mutual information between the outputs in U. to implement  
an algorithm that covers above equation , first the row means 
of X must subtracted and then it must pass through the 
whitening matrix ܹ  where: 
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III. PERFORMING ICA AND PCA ON DATA SET 

 this project, it is tried to use ICA algorithm architecture I  
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This removes the first and second order statistics of the data; 
both mean and co variances are set to zero and variances are 
equalized. After input data multiply to ܹ  then it should 
multiply to W which is learned by ICA (above equations).so 
the full transform matrix  , ூ , is defined    
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MacKayand [6] showed that ICA algorithm converges to the 
maximum likelihood estimate of  ܹିଵ 

ܹିଵܵFor   ܺ ൌ  
, …Where  S ൌ ᇱ is a vector of independent random 

variable which is called the sources  and has distribution 
function equal to ݂  .that is ,using logistic activation function 

correspond to assuming logistic random sources. So ܹିଵ can 
be clarified as the source mixing matrix and U=WX ca e the 
maximum-likelihood estimates of the sources generating the 
data [1]. 

 
In
from Bartlett & Sejnowski article [1]. In this approach the goal 
is to find a set of statistically independent basis images .so 
first, a data matrix X is produced which images are in row and 
the pixels are in column. 
In This simulation, it i
training. So X has 100 rows and 36000 column .by performing 
the ICA algorithm W is calculated (according to above 
equations) we must find a W which the row of U=WX 
statistically independent as possible. When this is done ,we 
can use the rows of U as source images and basis images to 
represent test faces. The dimension can also be reduced by 
decreasing the number of these bases. If we don’t reduce the 
dimension, the number of bases is 100 because we have 100 
training images. This is the same as PCA reduction basis .in 
the PCA the eigenvectors of covariance matrix are bases .to 
reduce the dimension of PCA output data, the number of non-
important eigenvectors should be decreased. 
In this algorithm and also this project, ICA is p
the data represented on PCA basis. It is done for two reasons. 
1) To reduce the number of sources to a tractable number.   
2) To provide a convenient method for calculati
representation of test images. 
By Assuming the ௠ܲ

் is the ma
axes in its row ,th  ICA  is performed on ௠ܲ

்  to create  a 
matrix of m independent source images in th row U. So we 
have  ܴ௠ ൌ ܺ ௠ܲ . 
If we bta
we can have ෠ܺ ൌ ܴ௠ ௠ܲ

் which ෠ܺ is approximate of X.  
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statistically independent source of U. So  ܴ௠ ூܹ

ିଵ is a matrix 
that the row of it contains the coefficient for linear 
combination. We define B=ܴ௠ ூܹ

ିଵ as Coefficient matrix.  
The coefficient vector for every image test must be found in 
face recognition.  
Next step is to recognize the test images projected.The 
recognition algorithm performed in this project is the nearest 
neighbor algorithm (which uses cosines to identify similarity) . 
In this algorithm we have: 
 

 

 
his equation show w much similarity is between a test 
age and a train image. ( by using the cosine of the angles 

between coefficient vectors) 
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In simulation, two tests have been performed as follow: 
 

1- 100 Individual face images for training and 100 
 only 

one image in training set (figure(1))    
(50 

abase 

 
 

Fig.1 samples of training data images in TEST1 
 

 
 

 
 

Fig.2. samples of training data images inTEST2 
 

Individual  faces images for test .(each case has

2-  100 face but 2 images for each case for training
individual face )and 50 different faces for test 
(figure(2,3)) 

 
The images were obtained from university of Sussex dat
[6]. 
 
 

 
 

 
 

Fig.3. test sample images 
 

 
Figures 3 and 4 show ming ICA and PCA 
on TEST1 and TEST A has better result 

an PCA.  

sion of data projected is reduced to 60, the original 

er individual 
ces (in training data set) increases the performance also 

Fig.4 comparing PCA and ICA in TEST1 
 
 

 
Fig.4 comparing PCA and ICA in TEST2 

 

 
As it was sh an be used in face 
recognition. T subspace (with fewer 

 the result of perfor
2 . As i is seen, ICt 

th
Furthermore, the figures show that after 60 features the 
number of correct recognition doesn’t change. It indicates that 
if the dimen
data can be obtained. In fact this points out the power full 
dimension reduction in PCA and ICA technique. 

 
In addition, the figures show that TEST2  has better result than 
TEST 1.  It means if the number of images p
fa
increases. 

 

 

 

 

IV. CONCLUSION 

own, the PCA and ICA c
he goal of PCA is to find a 

dimensions) whose basis vectors correspond the maximum 
variance direction in original image space. ICA also tries to 
find the basis along which the data projected are statistically 
independent. it was shown that ICA has better performance 
than PCA  in the our test(TEST1,TEST2) .and also it was seen 
that by reducing the number of representation basis from 100 
to 60 ,the number of correct recognition doesn’t change for 
PCA and ICA .It indicates that ICA and PCA have 
considerable ability to reduce feature. 
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