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	Problem
	Points
	Score

	1(a)
	10
	

	1(b)
	10
	

	1(c)
	10
	

	1(d)
	10
	

	1(e)
	10
	

	1(f)
	10
	

	1(g)
	10
	

	1(h)
	10
	

	1(i)
	10
	

	1(j)
	10
	

	Total
	100
	


Notes:

(1) The exam is closed books and notes except for one double-sided sheet of notes.

(2) Please indicate clearly your answer to the problem.

(3) If I can’t read or follow your solution, it is wrong and no partial credit will be awarded.

Problem No. 1: For all parts of this problem, you will work with the following language model training and evaluation data:

	Training Data
	Evaluation Data

	(1)
	John saw Mary.
	(1)
	John saw Mary.

	(2)
	Mary saw John.
	(2)
	Pat saw John.

	(3)
	John saw Pat.
	
	


We will refer to sentences in each set by T2 (training set sentence no. 2) or E2 (evaluation set sentence no. 2).
(a) Create a probabilistic finite state automaton (a finite state machine with probabilities) that generates only the sentences that appear in the training set (no more, no less).

(b) Compute the probability of sentences E1 and E2 given the model in (a). Explain your results.

(c) Train a unigram language model.
(d) Compute the probability of sentences E1 and E2 given the model in (c). Explain your results.

(e) Train a bigram language model.

(f) Compute the probability of sentences E1 and E2 given the model in (e). Explain your results.
(g) Compute and compare the average branching factors for the models in (a) and (e). Explain why your answers make sense.
(h) Compute the training set perplexities of the models in (a) and (e). Explain why your answers make sense.

(i) Explain why you might want to smooth the language model in (e). Then smooth it using the algorithm of your choice, and analyze the results of this smoothing operation.

(j) Compare the computational requirements of a time-synchronous Viterbi search (no pruning) to process the language models in (a), (c), and (e).
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