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LECTURE 41:
DISCRIMINATIVE TRAINING

Objectives:

Mutual Information❍   

Maximum Mutual Information
Estimation

❍   

Minimum Error Rate
Estimation

❍   

●   

This lecture follows the course
textbook:

X. Huang, A. Acero, and H.W.
Hon, Spoken Language
Processing - A Guide to Theory,
Algorithm, and System
Development, Prentice Hall,
Upper Saddle River, New Jersey,
USA, ISBN: 0-13-022616-5,
2001.

LECTURE 41: DISCRIMINATIVE TRAINING 

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_41/index.html (1 of 2) [6/15/2002 10:30:21 AM]

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/
http://www.isip.msstate.edu/publications/books/msstate_theses/2002/support_vectors/
http://www.nist.gov/speech/publications/tw00/html/cp220/cp220.htm
http://www.bell-labs.com/org/1133/Heritage/Mce/


Another good source is:

A. Ganapathiraju, Support Vector
Machines for Speech
Recognition, Ph.D. Dissertation,
Department of Electrical and
Computer Engineering,
Mississippi State University,
January 2002.
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A. Ganapathiraju, Support Vector Machines
for Speech Recognition, Ph.D. Dissertation,
Department of Electrical and Computer
Engineering, Mississippi State University,
January 2002.
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THE PATTERN RECOGNITION
PROBLEM
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CONDITIONAL LIKELIHOOD AND
MUTUAL INFORMATION
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A DISCRIMINANT MODEL
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MMIE AND MLE ARE SIMILAR AND YET
DIFFERENT

In MLE, only the correct model is updated
during training. In MMIE, all models are
updated during training, even with one training
sample.

●   

The greater the prior information on the class
assignment, the more effect it has on the
MMIE estimator.

●   

If the assumption of the underlying distribution
is correct, MMIE and MLE should converge to
the same result. However, in practice, MMIE
must produce a lower likelihood for the true
class assignment (underlying distribution).

●   

MMIE and MLE are consistent estimators, but●   
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MMIE has greater variance. MMIE tries not
only to increase the likelihood of the correct
class, but decrease the likelihood of the
incorrect class.

MMIE is computationally expensive. Why?●   

How do we estimate the probability of the class
assignment for the incorrect classes?

●   

Experimental results: CU/HTK word error
rates on eval97sub and eval98 using
h5train00sub training:

MMIE %WER
Iteration eval97sub   eval98  

0
(MLE) 46.0 46.5

●   
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1 43.8 45.0
2 43.7 44.6

3 44.1 44.7

The results in Table 3 show that again the peak
improvement comes after two iterations, but
there is an even larger reduction in WER: 2.3%
absolute on eval97sub and 1.9% absolute on
eval98. The word error rate for the 1-best
hypothesis from the original bigram word
lattices measured on 10% of the training data
was 27.4%. The MMIE models obtained after
two iterations on the same portion of training
data gave an error rate of 21.2%, so again
MMIE provided a very sizeable reduction in
training set error.
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MISCLASSIFICATION ERROR RATE
AND LOSS FUNCTIONS
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GRADIENT DESCENT SOLUTIONS
LECTURE 41: DISCRIMINATIVE TRAINING 

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_41/lecture_41_06.html [6/15/2002 10:30:25 AM]



COMPARISON OF PERFORMANCE

MMIE and MCE are very expensive and
often application specific. A similar, more
pragmatic approach, is corrective training.

●   

In corrective training, we keep a "near-miss"
list and reinforce correct choices, and
penalize near misses. This is an ad-hoc
procedure that works well in practice.

●   

MCE and MMIE produce very similar results.●   
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