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Objectives

Introduction:
  Neurons
  Thresholds
  Radial Basis Functions
  Perceptrons

Applications:
  Classification
  Training
  Recurrent Networks

On-Line Resources:
  Ganapath: Overview
  OGI: Training
  AJR: Speech Applications
  ANN Software Links

LECTURE 42: NEURAL
NETWORKS

Objectives:

Comparison to HMM States
(Neurons)

❍   

Nonlinearities❍   

Multi-layer Perceptron❍   

Recurrent Networks❍   

●   

This lecture uses material from:

J. Deller, et. al., Discrete-Time
Processing of Speech Signals,
MacMillan Publishing Co., ISBN:
0-7803-5386-2, 2000.
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and the course textbook:

X. Huang, A. Acero, and H.W.
Hon, Spoken Language
Processing - A Guide to Theory,
Algorithm, and System
Development, Prentice Hall,
Upper Saddle River, New Jersey,
USA, ISBN: 0-13-022616-5,
2001.
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●   

This lecture uses material from:

J. Deller, et. al., Discrete-Time Processing of
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Language Processing - A Guide to Theory,
Algorithm, and System Development, Prentice
Hall, Upper Saddle River, New Jersey, USA,
ISBN: 0-13-022616-5, 2001.
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THE ARTIFICIAL NEURAL NETWORK
(ANN)
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TYPICAL THRESHOLDING FUNCTIONS - A
KEY DIFFERENCE
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RADIAL BASIS FUNCTIONS
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MULTI-LAYER PERCEPTRONS
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WHY ARTIFICIAL NEURAL NETWORKS
FOR SPEECH?
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MLP TRAINING: BACK PROPAGATION

By incorporating a nonlinear transfer function that is
differentiable, we can derive an iterative gradient descent
training algorithm for a multi-layer perceptron (MLP). This
algorithm is known as back propagation:
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The MLP network has been the most popular architecture
for speech processing applications due to the existence of
robust training algorithms and its powerful classification
properties.
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RECURRENT NETWORKS: TOWARDS TIME
SYNCHRONOUS DECODING

To incorporate time synchronous behavior into a neural
network, we need some sort of feedback looop. The
architecture below is known as a recurrent network:

A more popular version of this is the time delay neural
network (TDNN):
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These recurrent networks have been extremely
important to allowing the integration of neural networks
into the Markov model statistical framework we use in
speech recognition. Such systems are known as hybrid
systems.
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