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Solutions to Test 2

Problem No. 1
(@)
Huffman
{A}  P(A) Code
4 0.4 1 1
0
3 0.3 1 00
0 0]
2 0.2 0.6 010
0 1
1 005 ——— L | 03 0110
0 005 1| 01 0111

E[I(x)] = 1(0.4) + 2(0.3) + 3(0.2) +4(0.5) + 4(0.5) = 2

(b)

Yes, the Huffman code above is an example of an optimal prefix code. We can
construct a non-prefix code that has a shorter expected codeword length by
modifying the longest two codewords as follows:

{A}  Codevords
4 1
3 00
2 010
1 011
0

El

101
1(x)] = 1(0.4) + 2(0.3) +3(0.2) +3(0.5) + 3(0.5 = 1.9
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()

.
Cost= (2)' = C

l; = length of ith codeword

The average cost of X is

n
C = Z piCil;

=1
which is what we would like to minimize.

Q= Zpici
|
q; = Pc/Q

d; forms a probability distribution.

C = Z piCil;
—z p,c;logl,

—quiIOQri
= Q) qilogr—li

= Q[Z(qilogl—qilogri)]

o 0
= QEZ qilogr—i' - Zqilogqig
= Q(D(ql|r) +H(q))
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Since the only freedom is in the choicerpf , we can minimize C by choosing

F=9

o7 = P;Ci

] > Pic
P; Ci

Z P;iC;

IiD = —log
Therefore, the minimum cost C* for the assignment of codewords is
C*=QH(q)

We con construct a Huffman code with minimum expected cost by using
distribution g instead of distribution p.

Problem No. 2
(a)
C = ma>i)l (X3Y) = ma>ﬁo[H(Y) —H(Y| X)] < ma>ﬁo[1—H(Y| X)]

equally holds when the input distribution is uniform. The value of p that
minimizes the capacity of the channel is p = 1/2.

C=1-1=0
(b)

The transistion probability matrix for a single binary sysmetric channel is

A:|:1_p p:|
p 1-p
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27?77?77
Problem No. 3
(a)
h(f) = —}f(x)logf(x)dx
= —}e_xln e "dx = }e_x(—x) dx = ]o'xe_xdx =[xe —e =1
(b)

(00]
2X

h(f) = J'Ze_len(Ze_ )dx

o0

J'e_zx(ln(Z) +In(e %)) dx

00} 00

-2[In 26 X dx —2 J’—2xe_2de

= —2in2Ee |- 1x)Se |—I21 e *1dx = 1.693
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This answer agrees with the scaling theorem.

Scaling Theorem: h(aX) = h(X) + log|a|
=1 +log2 =1.693

()

00 [0}

h(x) = —J'xe_xlne_xdx = —es-j'e_xlne_xesdx
3 3
(0] [00] [00]
3 —X —X e 3 —X 3 —X

= —e J’e (Ine "+ 1Ine)dx| =-e J’(—x)e dx—e J’Se dx

3 3 3
= _J[-xe “—e X --3)e | = 1
The answer agrees with the translation theorem. Part ¢ is a translation of part a.

Translation Theorem: h(X+c) = h(X)
Translation does not change the differential entropy.

(d)

©0 (0] ©0 00

D(f||g) = Iflnédsz’f(lnf—Ing)dszfInfdx—J'fIngdx
0 0 0 0

00 00 00 00

= Ie_xln e_de—J'e_SIn(Ze_zx)dx = Ie_xln e_de—J'e_X(InZ +Ing >
0 0 0 0

)dx
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ooxe_xdx—ooe_xln 2dx—oo(—e_xln e XY dx
e o]

xe —e |-FHn2E | -E-2x)e | =1-In2= 0.3069
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