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Abstract: FAST TCP is an alternative congestion control algorithm in TCP. It is designed for high-speed data transfers over large distance, e.g., tens of gigabyte files across the Atlantic using the existing Internet infrastructure.  Fast TCP has been proved to speed-up TCP flow control time, reduce buffer oscillation, increase bandwidth utilization, increase throughput and reduce packet losses.  A key feature of Fast TCP is that it can be implemented on the existing Intranet infrastructure.
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1. INTRODUCTION

Imagine an Internet connection so fast it will let you download a whole movie in just five seconds, or access TV-quality video servers in real time. That is the promise from a team at the California Institute of Technology in Pasadena, who has developed a system called Fast TCP. A key feature of Fast TCP is that it could run on the same Internet infrastructure we have today. Today, all traffic on the internet uses a system called the Transmission Control Protocol (TCP) developed in the 1970s by network engineers Vinton Cerf at Stanford University and Bob Kahn at the Pentagon's Defense Advanced Research Projects Agency.

TCP breaks down large files into small packets of about 1500 bytes, each carrying the address of the sender and the recipient. The sending computer transmits a packet, waits for a signal from the recipient that acknowledges its safe arrival, and then sends the next packet. If no receipt comes back, the sender transmits the same packet at half the speed of the previous one, and repeats the process, getting slower each time, until it succeeds. 

This means that even minor glitches on the line can make a connection very sluggish. Since Fast TCP uses the same packet sizes as regular TCP, the hardware that carries messages around the net will still work. The difference is in software and hardware on the sending computer, which continually measures the time it takes for sent packets to arrive, and how long acknowledgements take to come back. This reveals the delays on the line, giving early warnings of likely packet losses. The Fast TCP software uses this to predict the highest data rate the connection can support without losing data. 

The current TCP implementation faces some major challenges when it comes to networks with large bandwidth-delay product. Firstly, at the packet level, linear increase by one packet per Round-Trip Time (RTT) is too slow, and multiplicative decrease per loss event is too drastic. Secondly, at the flow level, maintaining large average congestion windows requires an extremely small equilibrium loss probability that is hard to achieve in practice. Thirdly, at the packet level, oscillation is unavoidable because of the binary nature of the congestion signal. Finally, at the flow level, the dynamics is unstable, leading to severe oscillations that can only be reduced by the accurate estimation of packet loss probability and a stable design of the flow dynamics. The first two problems are really the same problem that manifests itself at the packet and flow levels. The last two problems, however, are of different nature and must be solved using different means. Oscillations at the packet level can be removed by doing equation-based control. Oscillation at the flow level can be removed by stabilizing the flow dynamics, i.e., by proper design of the dynamic equation in equation-based control.

Fast TCP is better than TCP in overcoming these issues since it is

· FAST TCP is equation-based, hence avoiding packet level oscillation, 

· FAST TCP has stable flow dynamics, 

· FAST TCP uses queuing delay, rather than loss probability, as the main measure of congestion. 

The basic idea in Fast TCP is to delay the ACKs being transferred from the TCP destination towards the TCP source. Delay-based congestion control had been proposed earlier in the 80s in relation to TCP Vegas. Its advantage over loss-based approach is small at low speed, but decisive at high speeds. It has been pointed out that delay can be a poor or untimely predictor of packet loss. This does not mean that it is futile to use delay as a measure of congestion, but rather, that using a delay-based algorithm to predict loss in the hope of helping a loss-based algorithm adjust its window is the wrong approach to address problems at large windows. Instead, a different approach that fully exploits delay as a congestion measure, augmented with loss information, is needed. 

Vegas and FAST explore such an approach. Delay as a congestion measure has two advantages. First, each measurement of loss (whether a packet is lost or not) provides 1 bit of congestion information for the filtering of noise in loss probability, whereas each measurement of RTT provides multi-bit information, and hence queuing delay can probably be more accurately estimated than loss probability, especially in networks with large bandwidth-delay product. Second, delay has the right scaling with respect to network capacity, which helps stabilize congestion control as network scales up in capacity. 
The rest of the paper is organized as follows. Section II briefly discusses the operation of Fast TCP over High-Speed Networks. Section III discusses its operation on Wireless Networks. Section IV describes the model implementation and discusses the results, and finally Section V concludes the paper.

II. FAST TCP OVER HIGH-SPEED NETWORKS
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Figure 1: Fast TCP Node
As discussed earlier, the basic idea of Fast TCP is to delay the ACKs being transferred from the TCP destination towards the TCP source. The Fast TCP flow control mechanism is located on the output of the access unit to the IP interface and controls ACK output rate according to congestion information from the forward connection. Instead of discarding packets on the forward connection, the congested node delays ACKs on the backward connection and thus causes the TCP source to reduce its output rate. 

The load of the network is monitored in the Fast TCP node, for example, by monitoring the buffer occupancy in forward connection. If an overload is detected, a congestion notification is sent inside the node to a delay controller in the backward connection. Next, the ACKs traveling at that moment through the router towards the traffic sources are delayed. In this way the TCP source, automatically starts to slow down its transmission rate, or at least it does not increase as much as it otherwise would have. This is because the delay slows down the rate at which the source increases the size of its congestion window.

Fast TCP includes four independent components as shown in Figure 2. This independence allows individual components to be designed separately and upgraded asynchronously. 
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Figure 2: Fast TCP Architecture

The Data control component determines which packets to transmit. This decision is important during loss recovery because of the need to infer queuing delay in the future when congestion window will be updated. Window control determines how many packets to transmit in each RTT and is responsible for congestion control. Burstiness control determines when to transmit packets as arriving acks free up space in the congestion window to smooth out the transmission rate. Whenever there is a packet queuing on the reverse path, ack loss or temporary CPU overloads on the end hosts, burstiness control would take effect to regulate the instantaneous transmission of packets. These decisions are made based on information provided by the estimation component. 

III. FAST TCP OVER WIRELESS NETWORKS
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Figure 3: Fast TCP implementation over wireless networks. Router 1 contains the Fast TCP system shown in Figure 1.

This project extends the Fast TCP model to wireless networks. Although this integration of this model has not yet been proved, we have a reason to believe that the model works well over a wireless link too. The reason for our optimism is as follows. The current TCP assumes all packet losses are due to buffer overflows. There are two types of packet losses in wireless networks: those due to buffer overflows and those due to the wireless environment such as hand-offs, interference, fading, etc. They confuse the current TCP, driving down performance. FAST TCP does not make this assumption and hence can potentially maintain performance in the face of wireless losses.

The design methodology for the wireless network is explained in the next section. 

IV. MODEL IMPLEMENTATION AND DISCUSSION OF RESULTS

1. Fast TCP on High-Speed Networks

Figures 4 shows the design models used for the high-speed network. 

The following is the used simulation data:

Transmission Rate = 15Mbps

Window Size = 50000

Maximum Segment Size = 512 bytes

Queue Buffer Capacity = 400000

Delays of 1ms each for the blocks Delay #5 and Delay #7. Delay #8 (Ack Delay) has a delay of 0.13s

Ack Timer – 0.01s

Application Delay = 0.01s

Forward Buffer for Fast TCP node = 200000

Ack Buffer for Fast TCP node = 200000

RESULTS: Utilization

Figure 6: Comparison of Link Utilization of TCP and Fast TCP
Figure 7: Throughput of TCP/RED for the given data


Figure 8: Throughput of Fast TCP

We conducted several trials for increasing values of rates from 1 Mbps to 15Mbps. Even with a queue capacity as high as 400000, TCP performed poorly with an average link utilization of around 0.72 (figure 6) while the average utilization of Fast TCP was around 0.97, which is a 25% improvement in performance than TCP. We also found that the average throughput of TCP was around 70 pkts/ms, while that of Fast TCP was about 91 pkts/ms (figures 7 and 8), which is a 21% improvement in throughput. 


Figure 4: Design of a high-speed network that incorporates the Fast TCP Node using MLDesigner


Figure 5: Design of a wireless network that incorporates the Fast TCP Node using MLDesigner

2. Fast TCP on Wireless Networks
Figure 5 shows the implemented design. Router 1 contains a Fast TCP system with a forward buffer for TCP segments carrying data, an ACK buffer for TCP acknowledgements flowing in the backward direction and an ACK delay controller. Here we are concerned about four main factors. These are

· Q – The forward buffer occupancy

· Th – The congestion trigger threshold

· D – The interval between two consecutive acks

· d – The minimum time difference between two data packets on a congested link.

The ACK Delay is determined using the rule

If Q < Th then D = d

else D = nd

where ‘n’ is a factor that will be chosen based on the most satisfactory result.

The forwarding rate of the TCP source and destination is 106 pkts/s, buffers for both directions are 2Mbit, TCP initial RTO is 1s and TCP maximum segment size is 512 bytes. The routers have IP forwarding rate 15000 pkts/s, buffers of 2Mbits and a congestion notification threshold of 400000 bits. The links between routers and TCP hosts is 150Mbps while the wireless link between the routers is 30Mbits/s. There is a propagation delay of from the TCP source to router 1 and from router 2 to the TCP destination, which is 1 ms while the propagation delay over the wireless link from Router 1 to Router 2 is 150 ms. 

While implementing the Fast TCP node in Router 1, we faced some data type mismatch errors in the model, which hindered our further progress. However, we were able to simulate a wireless network for the given specifications. The throughput graph for the same is shown in Figure 9. We obtained an average throughput of 500 pkts/s. The problems we are faced with are positive that Fast TCP would give at least a (20 – 30)% improvement in average throughput under the same conditions. 

Figure 9: Average throughput of a wireless network without Fast TCP

V. CONCLUSION

Although the current TCP implementation has performed remarkably well till date, it is known that the performance deteriorates drastically with the increase in the bandwidth-delay product. This is a factor that needs to be considered due to the growing complexity of the Internet and the variety of technologies that it supports. Continued advances in computing, communication and storage technologies combined with the development of national and global Grid-based systems, holds the promise of providing us with the required capacities and an environment to support it. The growing complexity also reflects on the scalability of the network. The current research on Fast TCP promises to overcome the scalability issue with reasonable stability, utilization and throughput and give what every user on the Internet is looking for… High-speed network access with almost no congestion. 
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