1

(
TCP Schemes Investigation in Wired and Wireless Hybrid Networks
Weiwei Hu and Wei Zha

Abstract—In this paper, we present a high-level investigation on TCP schemes to study their behavior in wired and wireless networks. As we know, the performance of TCP degrades greatly in such hybrid networks due to its lack of ability to differentiate the packet loss caused by wireless network from the losses caused by network congestion. Originally, we plan to implement TCP-Jersey and make some enhancements. However, due to lack of important references for TCP Jersey, we find it is really difficult to realize Jersey in ns-2. Therefore, we only have done the performance evaluations focused on TCP-Westwood, which is really similar to TCP Jersey in the sense of wireless loss. In the simulation results, TCP-Westwood outperforms other TCP schemes in average performance in the hybrid networks. The goodput can be greatly enhanced by TCP-Westwood, compared with other TCP versions. Although TCP Jersey has not been implemented, we’ve learned a lot through comparison study of various TCP schemes.
Index Terms—Transmission control protocol (TCP), bandwidth estimation, packet loss, explicit congestion notification. 

I. INTRODUCTION
N
owadays, TCP together with UDP provides the kernel of today’s Internet transport layer. Many important applications such as HTTP, FTP, SMTP, Telnet, etc. are using TCP to handle with Internet traffic. Transmission Control Protocol (TCP) is a reliable end-to-end window based transport protocol designed for the wired networks characterized by no random packet losses. The mechanism that TCP works is that it keeps increasing the sending rate of the packets as long as no packet is lost. When packet losses occur because of network congestion, TCP decreases the sending rate. Hence, every packet loss in TCP is caused by congestion as default, and backs off in the form of reducing the send window. Extending TCP as used over the wired links to the wireless links may bring inefficient usage of bandwidth due to the different characteristics of the wired and wireless networks. This is because wireless networks are characterized by bursty and high channel error rates. Due to this, the throughput of a TCP connection over a wireless link decreases greatly. However, the TCP protocol is still used to transfer data over the wireless link, since a lot of attention is currently being paid to the design of a better protocol over wireless links. Because of the difficulty of modeling the TCP protocol analytically, many of these studies have been simulation based. On the other hand, it is not possible to obtain insight into the effects of particular parameters on the behavior of TCP using simulations of specific settings. Furthermore, investigations to improve TCP or design a better transport protocol can be less cumbersome given a simple and accurate analytical model for TCP. 

In [4], two kind of random losses have been discussed on the analytical study of TCP over wired and wireless networks: independent identically distributed (i.i.d) and correlated. In the i.i.d packet losses study, the packet transmission time of the packets on both lossless and lossy link are exponentially distributed. The congestion avoidance phrase is modeled using probability. In [5], the correlated packet losses are investigated, and this kind of method is just applicable on very low bandwidth wireless links. Since hiding the losses from the transport layer and moving the problem to link layer, this approach is very difficult to handle large bandwidth delay. At the same time, this scheme cannot be used to model the fast transmit and fast recovery phrases. 
The mobile radio channels in an actual physical environment are subject to multi-path fading. The multi-path fading process in a mobile environment follows a Rayleigh distribution [5]. In order to model a correlated Rayleigh channel using a Markov chain, we consider a simple two-state Markov chain called the Gibert-Eliot model as in [7], from which the description next is adapted. The two states that we consider are the “Good” state and the “Bad” state. We assume that the packet succeeds with probability 1 while in the good state and is lost with probability 1 while in the bad state. The transition probability matrix 
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 of the simple two-state Markov chain is then given by 
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Assume the chain is embedded at the beginnings of packet transmissions. Thus, if the number of packets is being transmitted back to back, and if the channel is in a Good state when a packet is about to be transmitted, then this packet will be successful and the next packet will be successful with probability 
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 or unsuccessful with probability
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 The rest of the paper is organized as follows: In section II, the main features of TCP-Jersey are introduced, and the difficulties in implementation are also provided. Analytical model and the detailed algorithm for TCP-Westwood are illustrated in section III. Section IV evaluates the simulation performance for various TCP schemes, and section V concludes the paper.

II. Main features of tcp-jersey

   TCP was originally designed for wired networks. In the wireless and wired-wireless hybrid network, the performance of TCP is degraded due to its lack of the ability to differentiate the packet losses caused by network congestions from the losses caused by wireless link errors. TCP-Westwood is proposed to deal with this drawback of TCP. And the newly appeared TCP TCP-Jersey performs better in bandwidth estimation than TCP-Westwood, which improves the performance of TCP in the hybrid network.
A. Congestion Warning -Marking function (RED and ECN)
As we know, routers can take part in controlling TCP transmission rate via active queue management (AQM). Random early detection (RED) is proposed as an AQM scheme implementation, and explicit congestion notification (ECN) is an extension to RED. But, both RED and ECN are sensitive to parameter settings. The inappropriate parameter settings may lead to unsatisfactory TCP performance [6]. TCP-Jersey adopts the marking algorithm to alert the sender of incipient congestion, and proposes a simpler congestion notification scheme, congestion warning (CW). Compared to ECN, TCP-Jersey simplifies the marking function by using only one threshold, and marking all the packets with probability 1 if the average queue length exceeds the predefined threshold; and TCP-Jersey calculating the average queue length in a different way. It prefers a larger queue weight to track the instantaneous queue length closely. The packets are marked with congestion experienced (CE) bits in the IP header, and when the receiver receives these packets with CE bits, it sets the ECE bit in the TCP header for all subsequent packets it sends back to the sender until the sender decides its window adjustment strategy and then signals the receiver of its action on the congestion notification [1].  TCP-Jersey don’t count on the router’s AQM for congestion control, rather, it requires the router to alert, in a timely manner, about the incipient congestion and let the TCP sender to carry out the control mechanism [1].

B. Available Bandwidth Estimation (TCP-Westwood and Time-sliding window estimator)
  The congestion control mechanisms of most previous TCP schemes like TCP-Tahoe, -Reno are reactive rather than proactive and preventive. TCP-Westwood proposes a remedy to this problem. It proposes that a source perform an end-to-end estimate of the bandwidth available along a TCP connection by measuring and averaging the rate of returning ACKs [2]. When the source receives three duplicate ACKs or a timeout, the source uses the measured bandwidth to adjust the congestion window and the slow start threshold (ssthresh), and starts a faster recovery procedure. If the transmission process is not affected by losses, a fair estimation of the bandwidth currently used by the source is yielded to the average of the delivered data count over time. TCP-Jersey adopts this idea of estimating the available bandwidth at the sender by observing the rate of the returning ACKs, but implements it with a rather simple estimator, which is derived from the time sliding window estimator proposed in [3]. In TCP-Jersey, they use RTT which is the TCP’s estimation of the end-to-end RTT delay at time tn instead of Tw, a constant time window. The ABE estimator at the sender is as follows:
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     Where, Rn is the estimated bandwidth when the nth ACK arrives at time tn, tn-1 is the previous ACK arrival time, Ln is the size of data that the nth ACK acknowledges.

The ABE monitors the rate of receiving ACKs to estimate the available bandwidth for the TCP connection and then computes the optimum congestion window size once every RTT based on this estimation. The optimum congestion window is given by:
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Where, seg_size is the segment size.



Figure 1. Packet marking probability of the CW scheme

The mathematic model and theoretical analysis proposed in [1] is very clear, but unfortunately, it doesn’t provide enough information to perform the simulation. It’s obscure how to define the proper threshold of average queue length, so we get stuck when we tried to implement congestion window algorithm as described. Because of this limitation, we haven’t implemented this important feature of TCP-Jersey, so that we haven’t reproduced the simulation results of TCP Jersey so far.

III. TCP-Westwood
TCP-Westwood is a sender-side modification of the TCP congestion window algorithm that improves upon the performance of TCP in wired and mixed network. It uses an end-to-end bandwidth measurement. 

TCP-Westwood uses end-to-end Bandwidth measurement, there are three steps: the ACK-based measurement procedure, filtering the ACK reception rate, and the effects of delayed and cumulative ACKs on bandwidth measurement. The main idea of TCP-Westwood is to exploit TCP acknowledgement packets to derive rather complicated measurements. It proposes that a source perform an end-to-end estimate of the bandwidth available along a TCP connection by measuring and averaging the rate of returning ACKs. Therefore, the following sample of bandwidth used by the connection between sender and receiver can be measured by:
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Where tk-1 is the time the previous ACK was received. A low-pass filter is employed to average sampled measurements and to obtain the low-frequency components of the available bandwidth. The following discrete time filter is obtained by using the Tustin approximation:
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Where 
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is the filtered measurement of the available bandwidth at time t = tk, and 1/τis the cut-off frequency of the filter. Consider a constant interarrival time tk – tk-1 = τ/10. Then the filter (5) becomes a filter with constant coefficients:
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Where a = 0.9 [2].

Three types of filters actually used in the simulation are:
Original filter: current_bwe_ = current_bwe * fr_alpha_ + sample_bwe * (1 – fr_alpha_);

Filter 1: current_bwe_ = current_bwe_ *. 9047 + (sample_bwe  + last_bwe_sample_) *. 0476;

Filter 2: current_bwe_ = cureent_bwe_ * .93548 + (sample_bwe + last_bwe_sample_) * .03225;


In the bandwith estimation process, two essential aspects are emphasized:

1) The source must keep track of the number of DUPACKs it has received before the ack of new data;

2) The source must be capable to detect delayed ACKs and act acoording ly.

To address these two issues, a ACKedCount procedure (pseduocode) is proposed:
PROCEDURE AckedCount

cumul_ack = current_ack_seqno – last_ack_seqnol

if (cumul_ack = 0)


accounted_for = accounted_for + 1;


cumul_ack =1;

endif


if (cumul_ack > 1)



if (accounted_for >= cumul_ack)




accounted_for = accounted_for – cumul_ack;




cumul_ack =1;



else if (accounted_for < cumul_ack)




cumul_ack=cumul_ack – accounted_for;




accounted_for = 0;



endif


endif

last_ack_seqno = current_ack_seqno;

acked=cumul_ack;

return (acked);

END PROCEDURE
The bandwidth estimation can be used by the congestion control algorithm executed at the sender side of a TCP connection in this way:

1. Algorithm after n duplicate ACKs

The pseudocode of the algorithm after n duplicate ACKs is the following:

If (n DUPACKs are received)


ssthresh = (BWE * RTTmin) / seg_size;


If (cwin>ssthresh) /* congestion acoid*/



cwin = ssthresh;
endif

endif
2. Algorithm after coarse timeout expiration

The pseudocode of the algorithm is:

if  (coarse timeout expires)


ssthresh = (BWE * RTTmin) /seg_size;


if (ssthresh < 2)



Ssthresh = 2;


endif;


cwin = 1;

endif;

    TCP-Westwood controls the window using end-to-end rate transmission to continuously estimate the packet rate of the connection at the TCP sender. It can reset the window to match available bandwidth, which makes it more robust to the random loss in wireless link. Researchers have shown that TCP-Westwood has many superior features, which can handle losses caused by link errors or wireless channel conditions more efficiently than most of the existing TCP schemes.

IV. Performance analysis

 We chose TCP-Westwood as the starting point because of its similarity to TCP-Jersey. And then, we tried to write code to implement TCP-Jersey in ns2. However, due to the opaque descriptions for detailed mechanism in TCP-Jersey and lack of references, the implementation seems infeasible. The congestion warning part is so confusing in the only one reference paper. Thus, we simulate TCP-Westwood and all the other conventional TCP schemes in NS-2 (version 2.27) network simulator.

A. Bandwidth Estimation

  Bandwidth estimation is an effective way to calculate the congestion window size, which can control data traffic efficiently. We expect TCP-Westwood can reach the best estimation for bandwidth so that the lossy link can be utilized as most as possible.

  The simulation environment is depicted in Figure 2. The source connects to a wired based station via a 20 Mb/s error free link with 25 ms one-way delay. The base station is linked to the destination, a wireless mobile node, via a 2 Mb/s lossy channel with 1 ms delay. A single TCP connection running a long-live FTP application delivers data from the source to the destination. 
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Figure 2. Simulation Environment
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Figure 3  TCP-Westwood Bandwidth Estimation
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Figure 4  TCP-Westwood Congestion Window
        Figure 3 and Figure 4 investigate the bandwidth estimation behavior when there is no error in the lossy link. From Figure 3, it’s easy to observe that when the simulation time is greater than 7s, the TCP-Westwood reaches the max bandwidth utilization. We also can see the slow start threshold matches very well with congestion window settings in figure 4. 

B. Goodput Performance

      Goodput is an explicit characteristic for TCP performance, which represents the effective amount of data delivered through the network. We still use the same simulation environment as Figure 2 to run the simulations for TCP -Tahoe, -Reno, New Reno, -Sack, and -Westwood, respectively. The random link error rate varies from 0.00001 to 0.1. The simulation time is 60s. Figure 5 shows the goodput attained by different TCP schemes, and the analytical model is using a wireless 2Mbps bottleneck. The first point at link error rate 0.00001, all TCP schemes are close to each other, which mean that they perform the same at nearly no loss rate condition. When the lossy rate increases, TCP-Westwood outperforms other TCP schemes explicitly, especially when error rate increases to 0.001.

    Figure 6 shows the goodput of different TCP schemes with respect to various bottleneck bandwidths.  In this simulation experiments, the buffer size is kept as a constant, B = 60pkts. From this figure, TCP-Westwood varies linearly to track the bandwidth variations of the bottleneck. Also, TCP-Westwood is a slightly better than other schemes.   

[image: image15.emf]10

-5

10

-4

10

-3

10

-2

10

-1

200

400

600

800

1000

1200

1400

1600

1800

Goodput (Kbps)

Wireless Link Error Rate

Tahoe

Reno

New Reno

Sack

Westwood

  

Figure 5  Goodput comparison with various TCP versions
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Figure 6  Goodput vs. bottleneck bandwidth

C. Packet Loss
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Figure 7  Simulations with one-packet loss
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Figure 8. Simulations with two-packet loss
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Figure 9. Simulations with three-packet loss

      In this part, we conducted simulation experiments to discover Sack with different packet loss scenarios. In figure 7, Sack is able to recover smoothly, since fast recovery algorithm gives optimal solution. The third dup ACK triggers a retransmission of packet #11500, and asks sender into Fast Recovery, hence reducing its congestion window and Slow Start threshold. We can observe that the congestion window size is reduced to half after packet #13000. Other TCP schemes just act the same as Sack.

      In figure 8, when the sender receives the third ACK for packet 11500, the protocol initializes the pipe calculation:
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The pipe variable estimated number of packets in the path. It is incremented by one when the sender either sends a new packet or retransmits an old packet. It is decremented by one when the sender receives a dup ACK packet with a SACK option reporting that new data has been received at the receiver. We can see that packet# 11500 is lost at first; then packet# 13001 is lost. It subtracts one of each of the subsequent 1000 dup ACKs and adds one for each of the 500 transmitted packets 13002-13502. At the point the first ACK for packet 13001 arrives, pipe has value 1497 - 1000 + 500 = 997. Therefore, in order to enter congestion avoidance, TCP-Sack brings the sender out of fast recovery with a congestion window of 997. The next following packets allow the sender to send packet and continue under Congestion Avoidance.

    Therefore, TCP-Sack can enhance performance when multiple packets are dropped from one window of data, compared with Reno. However, according to previous simulation results, we also know that although SACK outperforms Reno in multiple packet drops, it still inherits the drawback of the common wired TCP approach that is messing packet loss caused by congestion with loss caused by wireless link errors. Through simulation experiments, we show TCP-Westwood is better than TCP-Sack especially in the high lossy rate link.

V. Conclusion

  In this paper, we have investigated the performance of the different TCP algorithm in a wired and wireless hybrid networks. Most of conventional schemes have explored TCP algorithms’ behavior in wired networks.

  First, we provide an analytical model for TCP-Jersey and TCP-Westwood. The essence of operation for TCP-Jersey is introduced. Due to the opaque description for detailed mechanism in TCP-Jersey and lack of references, the implementation seems infeasible. We tried our best; however, the congestion warning part is so confusing. Lots of process in this part, such as the threshold definition, how to cooperate ECN to mark the packet, are uncovered. Therefore, it leaves difficulties for us to reveal. Due to the above limitations, we have not reproduce TCP-Jersey so far.

  Then, different TCP algorithms, namely, Tahoe, Reno, New-Reno, Sack, and TCP-Westwood are studied in the given simulation environment. According to the experiment results, TCP-Westwood operates more robust than other existing TCP schemes.  
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