Some ideas on vector space embedding:
The current analysis of computing dynamical invariants from scalar time series can be extended to a vector time series with some modifications. The following results on a Lorenz system encourage the same notion and show that it should be feasible at-least for stationary, clean time series:
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Figure: Showing Lyapunov Exponents computed using Scalar and Vector Embedding respectively.

Vector embedding refers to constructing an RPS matrix by using data from all three variables of the Lorenz system as a vector stream. An interesting point to note here is that in this proposition, the axes of the RPS space are not necessarily representing time-delayed versions of the data stream (unlike in scalar embedding), and in-fact may represent different, uncorrelated information of the system (e.g., each MFCC component in the vector would represent information in a ‘different’ filter bank). In a more general case, where we do not have knowledge of the underlying dynamical system (e.g., the system dimension) representing the observed vector time-series, we may want to augment the RPS matrix with delayed vectors from the observation stream. 
Scalar embedding on the other hand refers to constructing an RPS from a scalar observable (one of the variables) of the Lorenz system.

We need to extend the results obtained above using Time-Delay/SVD embedding. If we get similar Lyapunov exponents after employing these techniques, we should be in a position to think of extending this analysis to MFCC streams. 
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