                            Analysis of the algorithm complexity

The algorithm we proposed uses linear regression procedure. 

For the first iteration step, 3 data points in the middle of scaling range are chosen to do linear regression, the number of points left to do linear regression will be n-3 (assuming the maximum wavelet scale is n). 

For the second iteration step, the algorithm expands the [j1,j2] range to the left hand side to add an additional data point, perform the linear regression for 4 data points; expands the [j1,j2] range to the right hand side to add an additional data point, perform the linear regression for 4 data points. Thus, two linear regressions are needed in the second iteration step, there are 4+4=8 data points involved in the linear regressions. After two linear regressions are performed, the algorithm chooses only the side that gives smaller value of Theil’s U parameter to proceed with the next iteration. There are n-4 points left to do linear regression at the end of the second iteration step.

The rest of the iterations steps follow the same procedure as above.

The following table shows the complexity analysis for this algorithm. 

The first column of the table represents the iteration step. The second column represents the number of points involved in the linear regression procedure. The third column represents the number of points left to do linear regression. The fourth column represents how many times the linear regression procedure is performed for each iteration step. 

	Iteration step


	Number of points involved in linear regression
	Number of points left to do linear regression
	Times to do linear regression

	1st
	3
	n-3
	1

	2nd
	4+4
	n-4
	2

	3rd
	5+5
	n-5
	2

	4th
	6+6
	n-6
	2

	5th
	7+7
	n-7
	2

	kth
	(k+2)+(k+2)
	n-(k+2)
	2

	(n-2)th
	n+n
	n-n=0
	2


During the iterations, if the residual error is larger than the threshold value (0, the iteration will be stopped and the last scaling range [j1,j2] is the selected linear scaling range.

Totally the maximum number of times linear regressions are needed is as follows:

1+2*(n-2-2+1)=1+2(n-3)=2n-5, its algorithm complexity is O(n).

