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Figure 1. Spoken term detection can be partitioned into two tasks: indexing and search. One common approach to indexing is to use a speech to text system (after Fiscus et al., 2007).
Figure 2. A prototype of a web-based application that predicts voice keyword search term reliability is shown. The search term reliability is automatically updated as the user types a search term. A demonstration is available at http://www.isip.piconepress.com/projects/ks_prediction/demo/current/.
Figure 3. In our approach to predicting search term reliability, we decompose terms into features, such as N‑grams of phonemes and the number of phonemes, and apply these features to a variety of machine-learning algorithms.
Figure 4. The relationship between duration and error rate shows that longer words generally result in better performance, but the overall variance of this measure is high.
Figure 5. Feature importance based on the RF algorithm is shown. The feature ”count,” which represents the frequency of occurrence of a word, is by far the singlemost valuable feature since it is not correlated with any of the other features.
Figure 6. The predicted error rate is plotted against the reference error rate, demonstrating good correlation between the two.
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[bookmark: _Ref214461333][bookmark: _Ref218059851]Figure 1. Spoken term detection can be partitioned into two tasks: indexing and search. One common approach to indexing is to use a speech to text system (after Fiscus et al., 2007). 
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[bookmark: _Ref214435314][bookmark: _Ref218059862]Figure 2. A prototype of a web-based application that predicts voice keyword search term reliability is shown. The search term reliability is automatically updated as the user types a search term. A demonstration is available at http://www.isip.piconepress.com/projects/ks_prediction/demo/current/.
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[bookmark: _Ref218059871]Figure 3. In our approach to predicting search term reliability, we decompose terms into features, such as N‑grams of phonemes and the number of phonemes, and apply these features to a variety of machine-learning algorithms.
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[bookmark: _Ref214757632][bookmark: _Ref218059878]Figure 4. The relationship between duration and error rate shows that longer words generally result in better performance, but the overall variance of this measure is high.
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[bookmark: _Ref340147940][bookmark: _Ref218059885]Figure 5. Feature importance based on the RF algorithm is shown. The feature ”count,” which represents the frequency of occurrence of a word, is by far the singlemost valuable feature since it is not correlated with any of the other features.
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[bookmark: _Ref340056634][bookmark: _Ref218059895]Figure 6. The predicted error rate is plotted against the reference error rate, demonstrating good correlation between the two.


7

	 
image160.png




image2.png
strongtn [ININNNIIIRN | seet |

Weak % Strong

Selecting a Good Voice Keyword Search Term

Longer words such as "brainstorm” are better
than shorter words such as “brain.

Words such as "onomatopoeia” that have more
vowels and consonant-vowel transitions are
better than words such as “turtle” that have
fewer vowels.

Frequently used words, such as "shopping” are
better than less frequently used words such as
“Chicago.”

Polysyllabic words such as "democracy” are
better than monosyllabic words such as "vote.”

Multi-word phrases are better handled as
structured queries using the intrinsic
capibilities of your search tool.

What is Voice Keyword Search(VKS)?

The voice signal is indexed
using a pattem recognition
algorithm such as a speech
recognition system so that it
can be quickly searched for
content.

Accuracy varies based on a variety of linguistic and
acoustic properties of the search term.

 Voice queries are becoming
increasingly popular for
web-enabled phones and
edge devices.

Sowch trh h

The demo is linked to the oo

Microsoft Research Audio
Video Indexing System
MAVIS).





image170.png
strongtn [ININNNIIIRN | seet |

Weak % Strong

Selecting a Good Voice Keyword Search Term

Longer words such as "brainstorm” are better
than shorter words such as “brain.

Words such as "onomatopoeia” that have more
vowels and consonant-vowel transitions are
better than words such as “turtle” that have
fewer vowels.

Frequently used words, such as "shopping” are
better than less frequently used words such as
“Chicago.”

Polysyllabic words such as "democracy” are
better than monosyllabic words such as "vote.”

Multi-word phrases are better handled as
structured queries using the intrinsic
capibilities of your search tool.

What is Voice Keyword Search(VKS)?

The voice signal is indexed
using a pattem recognition
algorithm such as a speech
recognition system so that it
can be quickly searched for
content.

Accuracy varies based on a variety of linguistic and
acoustic properties of the search term.

 Voice queries are becoming
increasingly popular for
web-enabled phones and
edge devices.

Sowch trh h

The demo is linked to the oo

Microsoft Research Audio
Video Indexing System
MAVIS).





image3.jpeg
Tnput

Feature
Generation

Preprocessing

Machine |
Learnin

Post

Processing |

Final
score




image180.jpeg
Tnput

Feature
Generation

Preprocessing

Machine |
Learnin

Post

Processing |

Final
score




image4.jpeg
average ermor-rate

07

08

05

04

03

02

01

relationship between duration and average error-rate

01

02 03 04 05 08
duration(sec)

07

08




image190.jpeg
average ermor-rate

07

08

05

04

03

02

01

relationship between duration and average error-rate

01

02 03 04 05 08
duration(sec)

07

08




image5.jpg
sauepodul aimpea;

40 60 B0 100 120 140 160
features

20





image200.jpg
sauepodul aimpea;

40 60 B0 100 120 140 160
features

20





image6.jpg
predicted error rate

LE]

08

07

08

05

04

03

02

01

Predicted vs. Reference Error Rate

02 03 04 05 06 07 08
reference error rate

09





image210.jpg
predicted error rate

LE]

08

07

08

05

04

03

02

01

Predicted vs. Reference Error Rate

02 03 04 05 06 07 08
reference error rate

09





image1.png




