Analysis of the experiments:

	Participant
	Enhanced Architecture
	Original Architecture

	Daniel
	Passed
	Passed

	Sundar
	Passed
	Passed

	Saurabh
	Passed
	Failed

	Miao
	Failed 
	Failed

	Madhulika
	Passed
	Failed


I have gone through the data and the log files generated during the experiments and here are my conclusions.
Daniel:

Enhanced architecture: 30 minutes (did not finish all tasks)

Original architecture: 30 minutes (did not finish all tasks)

Analysis:

1) Checked the audio data which were saved as sof files. As these files were saved as sof files and I had to create a recipe file using isip_transform_builder and then convert these sof files into raw files using isip_transform. I used sox utility to play these files and check for any corruption.
2) Browsed through the log files for both the enhanced and the original architecture. 

Test Results: The user successfully completed his 30 minute sessions.

Sundar:

Enhanced architecture: 30 minutes (did not finish all tasks)

Original architecture: 30 minutes (did not finish all tasks)

Analysis:

1) checked the audio data by playing them and did not see any signs of corruption.

2) Browsed through the log files for both the enhanced and the original architecture. 

Test Results: The user successfully completed his 30 minute sessions.

Saurabh:

Enhanced architecture: 30 minutes (did not finish all tasks)

Original architecture: lasted 12 minutes

Analysis:

1) checked the audio data in the saved files and they did not show any signs of corruption.

2) Browsed through the log files for the enhanced architecture and did not see any discrepancy. 

3) The application failed when it was tested under the original architecture. This happened when the dialog manager was trying the process the parse it had got from the parser. Initially, it looked like this problem occurred due to difficulties parsing the utterance or the dialog manager was not able to process the parse. After looking into the log files and reconstructing the scenario it was evident what happened.

This happened due to a flaw in the user interface:

Once the user presses record, the "record" button gets pressed and remains pressed until the application is ready to process a record request again. In case of the dialog application this was not happening. The record button got pressed once the user started recording but was released once the decoding was over. Actually the record button was supposed to stay pressed until the system responded to the user. This flaw is unnoticeable when the system is trying to reply to the user by querying the database as the response time is fast. But in a case were the system is querying the web, it does take at least a minute for the system to time out. In this scenario, the record button is unblocked can be used.

What happened in the above scenario is that the system was trying to retrieve a response from the internet and the user became impatient (or probably did not know what was happening) that he tried recording again. This broke the whole communication that was taking place as the dialog servers were already busy processing the previous query.  

Test Results: The enhanced architecture successfully completed its 30 minute run. The original architecture crashed in 12 minutes.

Miao:

Enhanced architecture: lasted 29 minutes

Original architecture: lasted 17 minutes

Analysis:

1) Checked the audio data and they did not show any signs of corruption. Eventhough the experiments did not finish successfully, the audio data did not get corrupted because the failures happened only during the parsing stage.

2) Browsed through the log files for both the enhanced and the original architecture. I studied the scenarios under which the failures occurred. These were the same scenarios that I had mentioned above for the previous user (Saurabh). The user tried recording when the system was still trying to find a response to the query from the internet. 

Test Results: The original architecture crashed in 17 minutes and the failure was unrecoverable. The enhanced architecture crashed in 29 minutes but the enhanced architecture had the necessary modules to detect and recover from the failure.

Madhulika:

Enhanced architecture: 30 minutes (did not finish all tasks)

Original architecture: lasted 14 minutes

Analysis:

1) Checked the audio data and they did not show any signs of corruption.

2) Browsed through the log files for both the enhanced and the original architecture. I was tracing the error that occurred while testing the original architecture. This the first time I am seeing such an error. There are no much logging inform left as the system seems to have printed some junk values. But the hub log files seem to have some information of what happened. This was the message that was printed before the application failed.

{c handshake

   :conn_type 1

   :protocol_version 1 }

Received reply from localhost

{c system_error

   :errno 6

   :err_description "max connections exceeded" }

I checked the mitre site to find any documentation on this. Eventhough, I could not find any documentation discussing about this specific error, I was able to trace it to some of the galaxy code that printed these errors. This is a hub related error. This is not related with any of the other servers. The hub errored out saying it had too many connections.

Test Results: The enhanced architecture successfully ran its 30 minutes of testing. The original architecture failed in 15 minutes.

