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EXECUTIVE SUMMARY

Deep neural networks are becoming a fundamental component of high performance speech recognition systems. Performance of deep learning based systems (DNN) has recently exceeded that of their Gaussian mixture model (GMM) counterparts in acoustic modeling. In this talk, we will review three types of deep learning systems that are used for signal modeling: (1) a deep convolutional neural network (CNN) which is used to reduce spectral variation and model spectral correlations in signals; (2) a convolutional deep belief network (CDBN) that is a classic generative probabilistic model composed of convolutional restricted Boltzman machines (CRBM); (3) a recurrent neural network (RNN) that is used to model sequential data. Joint CNN/DNN models are used to achieve robust signal modeling. These systems give state of the art performance on Broadcast News (13.6% WER on 50 hrs of data, 12.7% WER on 400 hours of training data) and Switchboard (10.7% WER on 300 hours of training data). These results represent a substantial reduction in error rate over the previous best DNN results (2.7% and 2.4% absolute respectively on Broadcast News and 1.5% on Switchboard). We will review these results and discuss their implications for automated interpretation of EEGs.
In writing this review, one of my primary intentions is to find the most robust model for EEG signals using deep neural networks in order to detect seizure automatically with less error rate. 
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Most of typical speech recognition systems use hidden Markov models (HMMs) to deal with the temporal variability of speech and Gaussian mixture models to determine how well each state of each HMM fits a frame or a short window of frames of coefficients that represents the acoustic input. GMM is statistically inefficient for modeling data that lie on or near a non-linear manifold in the data space. The neural network work better than GMM for acoustic modeling of  data that lie on or near nonlinear manifold .the more effective form of training comes from deep neural  network which feed-forward, artificial neural network that has more than one layer of hidden units between its inputs and its outputs. Each hidden unit, j, typically uses the logistic function (Equation 1) to map its total input from the layer below, , to the scalar state, that it sends to the layer above (Equation 2) [1].

                                            (1)

                                                         (2)

Deep neural networks (DNN) have diverse models that some of the robust ones are called Deep convolutional neural network (CNN), deep belief network (DBN) and recurrent neural network (RNN). 
This report is organized into five sections. Section two is review of deep convolutional neural network (CNN) and its application. Section three is devoted to the speech recognition models of IBM and section four is focus on deep belief network (DBN) with its application in EEG signal and last chapter is conclusion and future work. 
[bookmark: _Toc443381801]Deep convolutional neural network
One of the promising deep neural networks is convolution neural network (CNN). It was historically used for hand writing and image processing. Recently, it has been used for speech recognition, also showing better performance over DNN [2]. There are some main properties in CNN that lead to better speech recognition performance.  It used to reduce translational variance in signal and model spatial temporal correlation [3], [4]. As, the spectral representation of speech have interconnection in time and frequency, the CNN finds the local correlations and share them across the local region of input space [5]. CNN is more robust to slight formant shift due to different speaking style of speakers at low frequency region. 
 A typical convolutional neural network (CNN) is depicted in Figure 1. The input feature with dimension t*f (time *frequency) is given to the input layer. The whole input will be convolved by the weight matrix (W) in order to find the local correlation in input signal. The overall convolutional operation produces n feature maps. The next layer is max-pooling that do the subsampling in order to reduce the time-frequency space. It helps to remove the variability in time-frequency space which is generated by speaking styles and channel distortions.   

 (
Figure 
1
:Typical convolutional neural network (CNN).
)[image: ]
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T.N. Sainath et al [6] proposed the joint CNN/DNN architecture which is illustrated in Figure 2. They used 40 dimensional VTLN-warped mel-filtered bank+delta +double delta coefficients. A temporal context of 11 frames is used as input to train the CNN. The CNN and fully connected DNN have 1024 hidden unites per fully connected layer with sigmoid non-linearity. The output layer is softmax layer with 512 output targets. Both DNN and CNN are trained by optimizing the cross-entropy adjective function. The equation 3 shows the cross-entropy loss function. The  denoted for the set of posterior probability for each target and  is the reference targets which has a probability 1 for correct class and 0 for incorrect class.  

                                                 (3)                                            

The system uses the full weight sharing (FWS) with 2 convolutional layers of 256 hidden units followed by 4 fully connected layers of 1024 hidden united. The first and second convolutional layers use the 9*9 and 4*3 frequency-time filters respectively. Pooling size 3 was used for first layer and no polling for second layer. The system use the non-overlapping max pooling and pooling in frequency only. A pooling size was 3 in first layer and no pooling was done in second layer.  
The various speaker adaption techniques are used to improve speech recognition performance like feature-space maximum likelihood linear regression features (fMLLR) and speaker identity vector (i-vector). Incorporating i-vector and fMLLR into CNN architecture are a bit challenging because CNN require features which obey a frequency and time locality property, while the i-vectore and fMLLR do not have it.   Typically, fMLLR applied to linear discriminate analysis (LDA) features, which the locality in frequency are removed, therefore CNN unlike DNN cannot be used. As it is demonstrated in Table 1, feeding fully connected DNN layers with i-vector and fMLLR features and combining the output with one fully connected layer of the CNN, provide 10% improvement in WER over the baseline.  The architecture of combining CNN and DNN is shown in Figure 2.  
 (
Figure 
2
: Joint CNN/DNN architecture.
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Table 
1
: WER with speaker-adopted feature.
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Since the speech are sequence level task, the system should has the sequence training which leads to 10% -15% improvement over cross-entropy (CE) trained DNN[7],[8]. The second order hessian-free (HF) optimization method is critical for performance gains with sequence training [7]. The Rectified Linear Units (Relu) and dropout have been proposed as decent way to regularize large neural networks. It reduces about 5% WER in comparison to cross-entropy trained DNNs [9].   Therefore, ReLU +dropout during hessian-free sequence training strategy are used for CNN.  
Joint CNN/DNN models are used to achieve robust signal modeling. These systems give state of the art performance on Broadcast News (13.6% WER on 50 hrs of data, 12.7% WER on 400 hours of training data) and Switchboard (10.7% WER on 300 hours of training data). These results represent a substantial reduction in error rate over the previous best DNN results (2.7% and 2.4% absolute respectively on Broadcast News and 1.5% on Switchboard).
[bookmark: _Toc443381803]Speech recognition models of ibm
The IBM group presented improvement to their English Switchboard system that lowered the error rate substantially. They trained 2000 hr audio by joint (Recurrent Neural Network) RNN and CNN architecture with 32000 outputs. They trained larger acoustic model on large data. Furthermore, they used a neural network that have diverse architectures and operate on different input representations, so more accuracy gains from both feature and model of combination are achieved. The maxout nonlinearities and exponential and NN language models are used to reduced the error rate of the system. They proposed a joint model for modeling and training a CNN and DNN which is demonstrated in Figure 3. The model is trained with 10-15 passes of cross-entropy on 2000 hours audio with 30 iteration of discriminative training using Hessian-free optimization. The DNNs operates on 11 spliced 40 dimensional fMLLR frames and 100-dimentional i-vector. It consists of 5 hidden sigmoid layers (four layers with 2048 units and one layer with 512). The CNN comprise of 2 convolutional layers with 128 and 256 filters respectively. The CNN input is 11 consecutive VTL-warped 40-dimentional logmel frames augmented with first and second derivatives with 9*9 convolution window. The first layer of the model is specific layer and the remaining layers be shared. The output of specific layers feed the common layers. The output layer of CNN and DNN are combined together in order to speed up the computation. The performance of the joint model is 1.4 % better over 11.8% for CNN on Switchboard 300 hours.   
 (
Figure 
3
:  Joint CNN/DNN model proposed by IBM group.
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The IBM team proposed the joint RNN/CNN model for sequential data modeling. The first layer is recurrent and is followed by 4 non-recurrent hidden layers (3 layers with 2048 units and one layer with 512 units) and an output layer.  Partially unfolded recurrent network operates on sliding window of 6 , 40-dimensional fMLLR frames from t to t+5 and 100 dimensional i-vectors. As the Table 2 depicts, the joint model and sequence discriminative retraining improve performance about 0.5% and 0.1% on CallHome and Switchboards over score fusion of sequence training (ST) models. Table 3 shows that the IBM system achieves an error rate of 8% on SWB by choosing n-gram language model and interpolating neural network language model (NNLM) to model M [10].
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Table 
2
:
 Comparison of word error rates for CE and ST CNN, DNN, RNN and various score fusions on Hub5’00.
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Table 
3
:
 Comparison of word error rates on Hub5’00 (SWB and CH) for existing systems.
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It is generative model that mixes direct and indirect connection between variables. It support efficient bottom to top and top to bottom probabilistic inference.  It is composed of convolutional restricted Boltzmann machines (CRBMs). As it is depicted in Figure 4, it consists of two hidden (H) and visible (V) layers. The visible unit has L channels and each channel has some visible units (Nv *Nv). The hidden units K groups and each group has a NH*NH hidden units. Convolutional filter size WS*Ws for l-th channel correspond to k-th hidden group as  and it shares between hidden units in k-th group. In order to have a more scalable CRBM the probabilistic max-pooling is proposed which it subsamples of higher layers. The equation 4 calculate theenergy function of the probabilistic pooling CRBM [11] . Its formula is as follow:    

  	             (4)
Subject to 
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Figure 
4
: Convolutional restricted Boltzmann machine (CRBM).
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The CDBN which is illustrated in Figure 5 is stacked by several probabilistic max-pooling CRBMs.  Its training is as deep belief network (DBN) which is accomplished by greedy layer-wise procedure. It means when a layer is trained, their parameters are frozen and its activations are served as the input of next layer. 

 (
Figure 
5
: Convolutional deep belief network [
12
].
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In recent year deep learning has been successfully applied to image processing and speech recognition, while it is not been applied to the electroencephalographic (EEG) data. One of the significant properties of CDBN against DBN is addressing issue of the scaling model to realistic-size images. The weight is shared between the hidden and visible layers which reduce the large amount of variables and make the representations be invariance to small translations of input.  The convolutional deep belief network (CDBN) is the most promising technique for EEG data because of using max pooling operation that reduced the computational burden while allowing full probabilistic inference. This property of CDBN makes it more proper for high-dimensionality and multichannel data. Furthermore, the CDBN is unsupervised learning that allow us to use large amount of unlabeled data [11].  
As the EEG feature in frequency-domain is more obvious than time domain, it is chosen as an EEG feature.   As number of channel is large to reduce the channel, the PCA is applied. The input data into CDBN is comprise of L (number of PCA components) channels of one dimensional vector. The two layers CDBN with 6*6 filter and pooling ration 3 on first layer and filter 4*4 and pooling ration 3 on layer 2 is proposed in this application. As it is depicted Table 4, the CDBN has the better performance (about 3%) over other feature extraction methods. 
 (
Table 
4
: Mean classification accuracy.
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In this report, the different DNN architectures of acoustic modeling like deep convolutional neural network, recurrent neural network and joint models, and Convolutional deep belief network for EEG signal are presented. After investigation different deep neural architectures we found that the joint models produce the robust signal model. The joint CNN/DNN and RNN/CNN models are used for robust signal modeling. The joint architecture error rates are 10.7% and 9.4% respectively. The performance of the joint model on 50 hr English Broadcast News (BN), on 400 hr BN and on 300 hr Switchboard with 13.6%, 12.7% and 10.7 error rates respectively are states of are state-of-art. The error rate of CDBN on EEG signal is about 11.75% which is at least 2.55% better that other methods. 
Our goal is to find the robust signal modeling for EEG signal to detect seizure automatically. As the EEG signals have their own properties like high dimensionality and comprising multiple channels, the most proper deep neural network should be chosen. Therefore, all the mentioned models will be applied on EEG signals and the performance of them will be compare together, the most proper architecture with robust signal modeling for automatic seizure detection will be chosen. 
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