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ABSTRACT
Nonparametric Bayesian models use a Bayesian framework to learn model complexity automatically from the data and eliminate the need for a complex model selection process. A Hierarchical Dirichlet Process Hidden Markov Model (HDPHMM) is the nonparametric Bayesian equivalent of a hidden Markov model (HMM), but is restricted to an ergodic topology that uses a Dirichlet Process Model (DPM) to achieve a mixture distribution-like model. For applications involving ordered sequences (e.g., speech recognition), it is desirable to impose a left-to-right structure on the model. In this paper, we introduce a model based on HDPHMM that: (1) shares data points between states, (2) models non-ergodic structures, and (3) models non-emitting states. Previously a Doubly Hierarchical Dirichlet Process Hidden Markov Model (DHDPHMM) with a non-Ergodic structure has been introduced for supervised learning applications. Here we develop a generative extension of the DHDPHMM for semi-supervised applications. We present results ofn phoneme classification and recognition experiments on TIMIT. We show the proposed model produces a 20% relative reduction in error rate for phoneme classification and a 7% relative reduction on a speech recognition task.
Index Terms— nonparametric Bayesian models; HDP; HDPHMM, DHDPHMM; acoustic modeling 
Introduction
Hidden Markov models (HMMs) ‎[1]-‎[3] have been used successfully to model sequential data and have been applied to a wide range of applications including speech recognition. HMMs are parameterized both in their structure (e.g. number of states) and emission distributions (e.g. Gaussian mixtures). Model selection methods are traditionally used to optimize the number of states and mixture components. However, these methods are computationally expensive and there is no consensus on an optimum criterion for selection ‎[4].
	Teh et al. ‎[5] and Fox et al. ‎[6] proposed an HMM with an unbounded number of states which is named HDPHMM since it is based on a hierarchical Dirichlet process (HDP) prior. HDPHMM is an ergodic model – a transition from an emitting state to all other states is allowed. This model has been used in speaker diarization ‎[6] and acoustic unit segmentation ‎[7]. However, in many pattern recognition applications involving temporal structure, such as speech processing, a left-to-right topology is required ‎[8]. Moreover, finite sequences often are modeled with initial and final non-emitting states ‎[8]. In the HDPHMM formulation, these problems are not addressed. 
	An HDPHMM uses an unbounded number of states and therefore data points are divided among many more states. Parameters for each state will be estimated with fewer data. Fox et al. ‎[6] introduced a model with state persistence that is biased to have fewer states but each state’s parameters are estimated independently of the other states. Sharing data, if performed carefully, can potentially improve the accuracy of the estimated parameters ‎[11]. Harati et al. ‎[9]‎[10] has proposed a model named Doubly Hierarchical Dirichlet Process Hidden Markov Model (DHDPHMM) that resolves these issues and allows mixture components to be shared amongst states. DHDPHMM introduces another parallel hierarchy to HDPHMM that enables sharing of mixture components. This is particularly important when modeling non-ergodic structures that tend to hypothesize more states than ergodic models. 
	In ‎[10], a DHDPHMM model with a non-ergodic structure has been introduced. An inference algorithm was also presented to learn the model from observations. It has been shown that DHDPHMM outperforms HDPHMM in problems similar to acoustic modeling and is computationally less expensive ‎[10]. However, the model introduced in ‎[10], as well as HDPHMM ‎[6], can only be used in supervised scenarios where word transcriptions along with time-alignments are available. In this paper we introduce a generative semi-supervised DHDPHMM and derive an approximation algorithm that can be used for seim-supervised training. We also provide phoneme classification and recognition results on the TIMIT dataset and show the proposed semi-supervised algorithm produces better results than completely supervised algorithms. 
	In Section ‎2 we present background material on nonparametric Bayesian modeling. In Section ‎3 DHDPHMM ‎[9]‎[10] is reviewed. In Section ‎4 we introduce a generative semi-supervised DHDPHMM. Finally in Section ‎5 experimental results are provided.
[bookmark: _Ref376248794]Background
A Dirichlet process (DP) ‎[12] is a discrete distribution that consists of a countably infinite number of probability masses. A DP is denoted by DP(α,H), and is defined as ‎[12]:

		

where α is the concentration parameter, H is the base distribution ‎[12], and  is the unit impulse function at θk, often referred to as an atom ‎[13]. The weights βk are sampled through a stick-breaking construction ‎[14]:

	

	The sequence of βk sampled by this process satisfies the constraint  with probability 1 and are denoted by β~GEM(α) ‎[14]. One of the main applications of a DP is to define a nonparametric prior distribution on the components of a mixture model. For example, a DP can be used to define a Gaussian mixture model (GMM) with an infinite number of mixture components ‎[13]. 
	An HDP extends a DP to grouped data ‎[5]. In this case there are several related groups and the goal is to model each group using a mixture model. These models can be linked using traditional parameter sharing approaches. For example, consider the problem of modeling acoustic units (e.g., phonemes) using a mixture model in which parameters of the acoustic units can be shared. One approach is to use a DP to define a mixture model for each group and to use a global DP, DP(γ,H), as the common base distribution for all DPs ‎[5]. An HDP is defined as:	

	 
where H provides a prior distribution for the factor θji, γ governs the variability of G0 around H and α controls the variability of Gj around G0. H, γ and α are hyperparameters of the HDP. We use a DP to define a mixture model for each group and use a global DP, DP(γ,H), as the common base distribution for all DPs.
	An HDPHMM ‎[6] is an HMM with an unbounded number of states. In a typical ergodic HMM, the number of states is fixed so that a matrix of dimension N states by N transitions per state is used to represent the transition probabilities. In an HDPHMM, the transition matrix is replaced by an infinite, but discrete, transition distribution, modeled by an HDP for each state. This lets each state have a different distribution for its transitions while the set of reachable states would be shared amongst all states.
	Fox et al. ‎[6] extended the definition of HDPHMM to HMMs with state persistence by introducing a sticky parameter κ. The definition for HDPHMM is given by:

[bookmark: ZEqnNum733770]	
	The state, mixture component and observation are represented by zt, st and xt respectively. The indices j and k are indices of the state and mixture components respectively. The base distribution that links all DPs together is represented by β and can be interpreted as the expected value of state transition distributions. The transition distribution for state j is a DP denoted by πj with a concentration parameter α. Another DP, ψj, with a concentration parameter ϭ, is used to model an infinite mixture model for each state (zj). The distribution H is the prior for the parameters θkj. If we want the posterior distribution over the parameters to remain in the same family as the prior, then H should be chosen to be a conjugate prior to the observation likelihood. Since the likelihood has a multivariate normal distribution, H should have a normal inverse Wishart (NIW) distribution.
[bookmark: _Ref421971818]DHDPHMM with NON-ERGODIC STRUCTURE
We can extend the model in  to address the problem of sharable mixture components. Equation  defines a model with a multimodal distribution at each state. In HDPHMM these distributions are modeled using a DPM model:

[bookmark: ZEqnNum880406]		
	Equation  demonstrates when the state assignment, zt, for data point xt is known (or sampled previously), the mixture components can be sampled from a multinomial distribution with DP priors. Equation  also shows that each emission distribution is modeled independent of other distributions. However, since in HDPHMM each state is also a group we can model the emission distribution using another HDP. The resulting model will have two parallel hierarchies and hence is referred to as a Doubly Hierarchical Dirichlet Process Hidden Markov Model (DHDPHMM). The generative model is defined as ‎[10]:

[bookmark: ZEqnNum955154]	
	DHDPHMM pools the data points while HDPHMM divides data points between different states. If we don’t have enough data points in a particular state or a mixture component then the distribution parameters will be estimated poorly (e.g. the mean and covariance). For example, in speech recognition systems we usually use features with a dimensionality of 39 which39 that translates to 39+(39x40)/2+1=820 free parameters per Gaussian mixture component (a assuming a full covariance (39+(39x40)/2+1=820). In practice we often assume a diagonal covariance matrix to reduce the parameter count.
	A non-ergodic structure for DHDPHMM can be achieved by modifying the transition distributions.  These modifications can be applied to HDPHMM using a similar approach. HereIn this section  we only provide the extension to a left-to-right (LR)  model but other types of models are also possible  and are presented in ‎[10]. These modifications can be applied to HDPHMM using a similar approach.
The transition probability from state j has infinite support and can be written as:

[bookmark: ZEqnNum923663]	
Equation  enforces an ergodic structure. In order to obtain a left-to-right (LR) topology we need to force the base distribution of the Dirichlet distribution in  to only contain atoms to the right of the current state. This means β should be modified so that the probability of transiting to states left of the current state (i.e. states previously visited) becomes zero. For state j we define Vj={Vji}:

		
where i is the index for all following states. We can then modify β by multiplying it with Vj:

[bookmark: ZEqnNum451902]		
	By replacing  in  we can obtain a generative model for left-to-right DHDPHMM. In ‎[9]‎[10] we have derived the inference algorithm for this model and provided two approaches to add non-emitting states to the model.
[bookmark: _Ref421971826]A Semi-Supervised Generative model
Parametric HMMs have been trained in a semi-supervised setting using a straightforward extension of the Baum-Welch ‎[15] algorithm known as embedded training ‎[16]. A large HMM is composed for each utterance by connecting phoneme HMMs (including short pause) through their non-emitting states. The resulting composite HMM is then trained using the EM algorithm and this procedure is repeated for every utterance. However, this procedure cannot be applied directly to DHDPHMMs because a DHDPHMM learns its structure (e.g. number of states and the topology) from the corresponding observations. Therefore, there are no initial models available to generate a composite model. However, we can introduce a generative model that enables us to build a composite DHDPHMM for semi-supervised training.
	Let’s assume we have a list of all models denoted by m:

[bookmark: ZEqnNum689957]	
where in this definition ma is the model corresponding to the phoneme /a/. Let us also define an array of utterances, U. Each utterance is indexed by an integer number u. For example, consider the 27th utterance in our list. For u = 27, we have: U[27] = /hh ie s hh/. Each utterance is a sequence of models defined in , and the model assignments for entire corpus are enumerated in U.
For each utterance we have an array, or list, of models. We can define a data structure, Q, which contains all models for all utterances, indexed by the position of the model in the list. For example, Q[27] = {1:mhh, 2:mie, 3:ms, 4:mhh}. Let Lu denote the total number of models used for utterance u:

	
We also need a function to return the model given the index of the model in the utterance, which we will define as (i, u, Q):

	
In order to obtain a generative model for a composite DHDPHMM we need to develop a generative model for an utterance given the labels. Continuing our example of the 27th utterance that consists of the models /hh ie s hh/, we can represent these models with a Markov chain as shown in Fig. 1. Consider an observation sequence Oj and utterance membership function, , with length T:

		

		
where Ik is the model index for the kth observation ok. 
In order to generate Oj we first have to sample the Markov chain shown in Fig. 1 to determine which model produced the observation ok. We can write the boundary conditions as:

[bookmark: ZEqnNum122157]		
The Markov relationship can be written as:

[bookmark: ZEqnNum470875]	


where  and  is the self-transition probability for the model indexed by Ii in utterance u. Starting from i = 1 we select the first model in the list and generate an observation using this model. We then use  and  to select the next model. This is either the same model (if a self-transition occurs) or the next model in the Markov chain. 
A formal definition based on  can be written as:

[bookmark: ZEqnNum290472]	
where in this equation each DHDPHMM is indexed by ψ(It,u,Q). Equation  defines a composite DHDPHMM for the utterance indexed by u. A composite DHDPHMM is defined for every utterance in the dataset. Therefore, to generate the entire dataset we have to first select an utterance index and then use this generative model to generate observations for that utterance.
It is possible to derive an inference algorithm for  that directly samples DHDPHMM along with the segment variable, It. However, the resulting algorithm is computationally inefficient because we need to sample It which also requires sampling ρ. As a result computing the inference algorithm involves computing many likelihood functions and thousands of iterations before convergence. In the following we present an approximation algorithm to simulate a composite generative DHDPHMM.
4.1. Approximation
Exact inference of a composite DHDPHMM in  is computationally difficult because all models are linked together through It and xt. However, if It was known, the composite DHDPHMM reduces to a collection of independent DHDPHMMs (xt can be segmented based on It). We can divide this problem into two sub-problems: (1) segmentation of the observations into aligned blocks with labels, and (2) DHDPHMM training. The first problem is a well-known problem in speech recognition and can be solved using a forced alignment process that is based on the Viterbi algorithm ‎[17]. The second problem has already been addressed in ‎[10].[image: ]
[bookmark: _Ref423907153]Fig. 1. A Markov chain representing a composite HMM







Assuming that we have a set of phoneme DHDPHMMs, we can generate a regular composite HMM by connecting these HMMs together based on a given sequence of labels and utilizing non-emitting states. Now we can use the Viterbi algorithm to find a time alignment between observations and states for the composite HMM. However, since these states can also be assigned to phoneme DHDPHMMs we can also find the alignment between the labels and observations. The algorithm is as follows:
1.	Initialize the alignment using a heuristic method.
2.	Use the alignment to generate a list of examples for each DHDPHMM.
3.	Use examples generated in Step 2 to train each DHDPHMM.
4.	Use models obtained in Step 3 to time align the labels to observations using the Viterbi algorithm (by first generating a composite HMM for each utterance).
5.	If the maximum number of iterations is reached or a convergence happens, exit. Otherwise, return to Step 2.
In this algorithm, convergence can be checked by calculating the average log-likelihood of the models for training or a separate development data set can be used. Initialization can be done using any heuristic method.
[bookmark: _Ref421971835]Experiments
In this section, some experimental results for phoneme classification and recognition will be presented. The TIMIT ‎[18] Corpus has been used for both classification and recognition tasks. The TIMIT Corpus ‎[18] is one of the most cited evaluation data sets used to compare new speech recognition algorithms. The data is segmented manually into phonemes and therefore is a natural choice to evaluate phoneme classification algorithms. TIMIT contains 630 speakers from eight main dialects of American English. There are a total of 6,300 utterances where 3,990 are used in the training set and 192 utterances are used for the “core” evaluation subset (another 400 used as development set). We followed the standard practice of building models for 48 phonemes and then map them into 39 phonemes ‎[19]. 
A standard 39-dimensional MFCC feature vector was used (12 Mel-frequency Cepstral Coefficients plus energy and their first and second derivatives) to convert speech data into feature streams. Cepstral mean subtraction for each utterance ‎[16] was also used.
5.1. Phoneme Classification
The first experiment is designed to compare DHDPHMM to  some other popular approaches for sub-word modeling in a supervised setting on a phoneme classification task. Table 1 shows a comparison between LR DHDPHMM and several other models including HDPHMM and discriminatively trained HMMs. As this table shows DHDPHMM is consistently better than their HDPHMM counterparts. 
Further, it can be seen that LR models perform better than ergodic models. LR DHDPHMM finds 3,888 Gaussians for all 48 phonemes while two different LR HDPHMM models find 4,628 and 7,281 Gaussians for all phonemes respectively. These results show DHDPHMM can learn a less complex model that can explain the data better than a more complex model learned by HDPHMM. We can also see DHDPHMM works better than both ML and MMI trained HMMs with 5,760 Gaussians. Several other state of the art systems are shown that have error rates comparable to our model. However, these models are often trained discriminatively or use context while DHDPHMM is trained only using maximum likelihood and is context independent. 
5.2. Semi-Supervised Phoneme Recognition[bookmark: _Ref422334353]Table 1. Phoneme classification results
Model
Discr.
Dev.
% Err
Core
% Err
HMM (40 Gauss.)
No
25.0
26.1
HMM/MMI (40 Gauss.) ‎[19]
Yes
23.4
25.3
HCRF/SGD ‎[19]
Yes
20.3
21.7
Large Margin GMMs ‎[20]
Yes
–
21.1
GMMs/Full Cov. ‎[20]
No
–
26.0
SVM ‎[21]
Yes
–
22.4
Data-driven HMM‎[22]
No
–
21.4
Direct Segmental Model ‎[23]
Yes
–
21.7
LR HDPHMM 1
No
23.5
24.4
LR HDPHMM 2
No
23.8
25.1
Ergodic DHDPHMM
No
24.0
25.4
LR DHDPHMM
No
20.5
21.4


First, we investigate two different initialization techniques for the semi-supervised algorithm. Fig. 2 compares uniform initialization to a more traditional approach that uses forced alignment and CDHMMs. It can be seen that the forced alignment approach produced better results, though the differences diminish as more iterations of reestimation are used. From Fig. 2 it is evident that algorithm is sensitive to the initial segmentations. In the following we use the results of system initialized using forced alignments produced by a CDHMM system.
Table 2 presents results for DHDPHMM and several other models. The systems can be divided into two groups based on their training method (e.g., discriminative) and context modeling approach. We have also presented a comparison of supervised training of LR DHDPHMM with the semi-supervised algorithm. For the supervised case we have used the manual segmentations that are part of TIMIT. As this table shows, the semi-supervised algorithm outperforms its supervised counterpart (29.02% vs. 29.71%). DHDPHMM performs better than a comparable CI HMM model. The error rate drops from 31.05% for HMM to 29.02% for CI DHDPHMM. [bookmark: _Ref421382303]Table 2. Phoneme recognition results
Model
Discr. / Context
% Err
Set
Baseline CI-HMM
No/No
31.05
Core
Baseline CD-HMM
No/No
27.93
Core
CD-HMM 2 ‎[24]
No/Yes
30.90
Core
CD-HMM 3‎[11]
No/Yes
27.70
Core
HMM MMI 1‎[25]
Yes/No
32.50
Rand
HMM MMI 2 /Full Cov. ‎[25]
Yes/No
30.30
Rand
CD HMM /DM ‎[26]
Yes/Yes
26.70
–
HeterogeneousClass. ‎[27]
Yes/Yes
24.40
Core
Data-driven HMM ‎[22]
No/Yes
26.40
Core
Large Margin GMM ‎[20]
Yes/No
30.10
Core
CRF ‎[28]
Yes/No
29.90
All
Tandem HMM‎[28]
Yes/Yes
30.60
All
CNN/CRF‎[29]
Yes/Yes
29.90
Core
Direct Segmental Model‎[23]
Yes/No
33.10
Core
CIHCRF ‎[30]‎[30]MPE Init.
Yes/No
28.30
Core
CIHCRF ‎[30] ML Init.
Yes/No
29.00
Core
Deep CRF ‎[31]
Yes/Yes
25.90
Core
Deep Belief Network ‎[32]
Yes/Yes
20.00
Core
CI LR DHDPHMM (Sup.)
No/No
29.71
Core
CI LR DHDPHMM (Sup.)
No/No
29.23
All
CI LR DHDPHMM (Semi.)
No/No
29.02
Core
CI LR DHDPHMM (Semi.)
No/No
28.36
All
CD LR DHDPHMM(Semi.)
No/No
27.51
Core
CD LR DHDPHMM(Semi.)
No/No
26.80
All


[bookmark: _GoBack]The third and fourth rows of Table 2 show two context-dependent HMMs. We can see that CI DHDPHMM performs slightly better than the CD model in row three (CD HMM 2) but slightly worse than CD model of row four (CD HMM 3). However, CD DHDPHMM works better than all CD HMM systems presented in this table (the difference is not statistically significant at significant level of 95%). Also, our CI models are completely nonparametric Bayesian models while our CD DHDPHMMs are EM trained models based on CI DHDPHMM models. This is one of the reasons that the gain for CD models vanishes relative to the gain for CI models. Our CI model also performs better than a discriminatively trained CI HMM (MMI 1 and MMI 2) and its performance is comparable to discriminatively trained CI HCRF models. However, we can see that a discriminatively trained CD HMM (row seven) gives slightly better results relative to the CD DHDPHMM model trained only using maximum likelihood (but this difference is not statistically significant at significant level of 95%). 
[bookmark: _Ref376248846]Finally, it is also important to note that two of the models, Large Margin GMM ‎[20] and Direct Segmental Model ‎[23], which are state of the art for the phoneme classification task (see Table 1), perform much worse than our CI model.
Conclusions 
In this paper we have introduced a semi-supervised generative model for a left-to-right DHDPHMM. We have also derived an approximation algorithm to simulate this generative model. Through experimentation on TIMIT, we have shown that the proposed model can learn the optimum complexity from the data. This model outperforms both HMM (ML and MMI trained) and HDPHMM models. 
One of the current problems with DHDPHMM and HDPHMM is that the inference algorithm is computationally expensive. It is a serious problem when we are dealing with large datasets typical in speech or video processing applications. Therefore, our next task is to improve the inference algorithm for LR DHDPHMM using its specific properties and structure. [image: ]

[bookmark: _Ref423891662][bookmark: _Ref423891604]Fig. 2. A comparison of model initialization methods
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