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**Highlights:**

* A cost-effective method for efficiently creating large annotated datasets, which are critical to the development of machine learning technology, using undergraduate students is proposed.
* Intra-rater agreement for student annotators and inter-rater agreement with board-certified neurologists are high, indicating that a comparable quality of annotation can be achieved at a much lower cost and much faster turnaround time.
* This method was used to create a large publicly available seizure corpus known as the Temple University Hospital Seizure Detection Corpus (TUSZ).

***Abstract***

*Objective:* Engaging neurologists in the creation of seizure annotations with the level of detail necessary to conduct machine learning research is a slow, tedious and expensive process that is further complicated by inconsistent inter-rater agreement. In this study, we demonstrate that undergraduate students can be trained to generate such data with acceptable levels of accuracy.
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*Methods:* The ability of undergraduate students to create consistent, high quality annotations that meet the standards of expert raters is evaluated through a series of inter-rater agreement tests on the seizure sets collected from 3 different hospitals. A small team of student annotators are evaluated on a total of ~46 hours of data associated with 13 patients.

*Results:* Inter-rater agreement between neurologists and student annotators, using Cohen’s Kappa coefficient, is within the range of 0.53 – 1.00 indicating sufficiently strong agreement.

*Conclusions:* It is possible to create a high-quality database by engaging trained student annotators. This approach has proven to be significantly more cost-effective and time-efficient than utilizing expert clinicians.

*Significance:* This approach has been used to produce the open source TUH EEG Seizure Detection Corpus. Community feedback on the accuracy of the annotations has been overwhelmingly positive.
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# Introduction

Electroencephalograms are the primary tool by which clinicians diagnose brain related illnesses such as epilepsy, non-epileptic seizures, and sleep disorders (Yamada & Meng, 2009). Seizures, which are seen most often in patients diagnosed with epilepsy, can occur in a convulsive or non-convulsive manner. In an ICU environment, approximately 90% of these seizures are clinically unrecognizable non-convulsive seizures which can only be diagnosed by continuous EEG (cEEG) monitoring (Hirsch, 2010). Though clinicians do periodically observe EEGs for the identification of such seizures, any delay in the treatment of non-convulsive seizures in ICU environments can be harmful or deadly to patients (Hirsch & Kull, 2004; Wiebe, 2008). To aid in the speed and efficiency of the diagnosis and treatment process, the development of automatic interpretation technology using state of the art machine learning approaches has been of great interest (Alotaiby et al., 2014; Gotman, 1982; Wilson et al., 2003). However, the development of such technology requires a large amount of annotated EEG data.

Annotations would ideally be performed by certified neurologists who have received extensive clinical training. In order to speed up the diagnosis process, experienced clinicians will rapidly skim through an EEG record and annotate any intervals in which interesting events occur using simple “start” and “stop” marks. Clinicians often choose not to annotate some events deemed not clinically important, especially those that are subtle or brief. This is somewhat a result of their need to minimize the amount of time spent reading EEGs due to heavy caseloads. Unfortunately, such broad annotations are not useful for technology development due to the insufficient level of detail (e.g., machine learning systems typically need all relevant events marked on individual channels). Further, this annotation process is subjective and relies on clinical evidence including a record of push button events and of medication dosages. Not surprisingly, poor inter-rater agreement (IRA) among neurologists is common on tasks such as detection of seizures and periodic discharges (Halford et al., 2015; Ronner et al., 2009).

Since an EEG is still the primary tool used by neurologists for the diagnosis of neurological disorders, a significant portion of a typical neurologist’s professional life is spent interpreting EEGs. These professionals tend to have heavy clinical loads and little discretionary time to annotate data for research purposes. Contracting clinicians to create annotations using mechanisms such as Mechanical Turk has been unproductive and generally tends to be expensive. For example, in a recent NIH-funded research project on cohort retrieval, our attempts to hire such neurologists at rates of $75/hr resulted in very little usable data. Our participants indicated payment wasn’t the issue, but rather that finding time to do the work was the biggest challenge. We solicited a large number of medical practices internationally but received little usable data in return. Furthermore, due to a lack of clear standards of interpretation, agreement amongst these professionals was low, reflecting the dramatic differences in the way they annotate data.

Publicly available annotated EEG databases are scarce and under-representative of the diverse population of patients seen in real world clinical settings. For example, one of the most prominent databases available is CHB-MIT (Goldberger et al., 2000) which contains only 23 subjects. Emerging deep learning algorithms require large amounts of training data to support the development of complex models. Progress has been limited due to the lack of large open source corpora to support this type of research. To address this, we have used the methods described in this paper to develop one of the largest unencumbered open source repositories of annotated EEG data. We have over 2,000 subscribers to this resource and have received extremely positive feedback about the quality and quantity of the data (see *https://www.isip.piconepress.com/projects/tuh\_eeg* for more details).

In this study we evaluate the performance of undergraduate student annotators on identification of seizure events and show that it is possible to develop a large, standardized, and annotated dataset in a cost-effective manner. This process is faster, notably less expensive, and can result in superior inter-rater reliability. This work seeks to challenge the prevailing perspective that non-clinicians are incapable of adequately annotating EEG data. Instead, we demonstrate that properly trained undergraduates can in fact do such annotations at acceptable levels of accuracy.

# Method

In order to evaluate the accuracy of our student annotators, performance must be compared to that of board-certified neurologists. We have a long history of managing group annotation projects and conducting inter-rater reliability studies for other applications such as speech and image recognition (Houser et al., 2018; Deshmukh et al., 1998; Hamaker et al., 1998). Students were evaluated on test sets compiled from three different seizure detection corpora, each of which had been annotated by experts. The subsets used for this study were randomly sampled from EEG corpora collected at Duke University (DUSZ) (Swisher et al., 2015), Emory University (EUSZ) (Haider et al., 2016) and Temple University (TUSZ) (Shah et al., 2018). The first two corpora were originally developed to study the efficacy of qEEGs for ICU patients. The third corpus is an ongoing development that was the motivation for this study on inter-rater agreement. All three sets use digital scalp EEG recordings with electrode placements according to international 10-20 system.

These three corpora were selected because of their prominence in the literature and the variability of methods used to collect and annotate the data. Performance by each student annotator was compared to the reference annotations as well as other student annotators using Cohen’s Kappa statistic. For the first two corpora, we also had data on inter-rater agreement between expert annotators. The Kappa statistic was calculated using the results from two different methods for quantifying differences in annotations: the “any-overlap” and “epoch” metrics. A detailed analysis of these methods can be found in Shah et al. (2019).

It is important to understand the type of annotation being used for this study since the concept of a detailed annotation varies across the community. To make it easy for experts, we allowed them to annotate images of the data. These handwritten notes were converted to digital information manually. An example of this process is shown in . The annotation we received from an expert annotator is shown along with the conversion of this information to a digital format. Allowing experts to annotate data using handwritten notes alleviated the need for the experts to learn a new tool or use an uncomfortable interface. Note that the annotators annotated each channel separately rather than making a global decision about an epoch. We refer to these types of annotations as channel-specific. This level of detail in an annotation is important for machine learning systems that use supervised learning to train their model parameters.

## Evaluation Data

The amount of data for this type of study is limited to what can be annotated by expert raters. Consequently, there are limits on the variety of conditions that can be sampled in such small data sets. A data set was created by selecting a subset of the evaluation data from the TUSZ Corpus (Shah et al., 2018). We refer to this as the TUSZ-IRA subset. It contains pruned EEG records from 5 subjects. There are 32 pruned files in this study with a total duration of 25,940 secs. There are 12 seizure events in this data set. Expert raters for this set were provided EEG screenshots of 10-second windows of the data, which was prepared using a popular bipolar double banana montage known as a Temporal Central Parasagittal (TCP) montage (Ferrell et al., 2019).

A second subset, which we refer to as DUSZ-IRA, was created from DUSZ by selecting data from 5 patients with a total duration of 72,001 secs. There are 63 seizure events in this data set. This data was extracted from continuous EEG (cEEG) records and was not pruned. A third subset, referred to as the EUSZ-IRA set, was selected from EUSZ and contains data from 3 patients with a total duration of 66,530 secs. There are 82 seizure events in this data. Both DUSZ and EUSZ were collected from critically ill patients in an intensive care unit (ICU).

Each inter-rater agreement test was performed independently. Student annotators were provided a combination of ictal and non-ictal files in TUSZ-IRA and ictal-only cEEG files from DUSZ-IRA and EUSZ-IRA. These were blind tests ­– the students did not know they were annotating evaluation data during these tests. It was mixed in with their normal daily work. The gold-standard annotations for the DUSZ-IRA and EUSZ-IRA subsets were generated by neurologists at their respective institutions. In the DUSZ-IRA set, these gold-standard annotations represent an agreement between two neurologists (Swisher et al., 2015). In the EUSZ-IRA set these gold-standard annotations were annotated independently by three different neurologists (Haider et al., 2016).

TUSZ-IRA was originally distributed to 23 neurologists, four of whom completed and returned their annotations. The data was originally arranged so that at least three neurologists would independently annotate each segment. Due to the low response rate, gold-standard annotations had to be constructed from segments that had been annotated by two or more neurologists. We also had our senior annotator and subject matter expert, who did not participate in this study, review these annotations. Analysis of these annotations revealed there were 157 seizures of diverse focality, morphology, and duration between all IRA subsets. The distribution of number of seizures based on their duration are shown in . The seizures collected from TUSZ were within a range of 1 to 5 minutes. The majority of seizures in DUSZ have a duration between 30 seconds and 3 minutes. The majority of EUSZ seizures were 1 to 3 minutes long.

## Non-expert Raters

These three data sets were annotated by a small group of five students who underwent two to three months of extensive training in the interpretation of EEGs and in the precise annotation of seizure events. Students began training early in their undergraduate career and came from several fields of study including neuroscience and biochemistry. All generally had some sort of STEM experience, but none had ever annotated data before. Training began with annotation of data for which we had accurate annotations (data that had been manually annotated by our experts and senior staff). Once students were performing acceptably on this data, we continually monitored their performance using a cross-validation approach (a small percentage of data was blindly annotated by all the students and compared). Students were given feedback and also participated in periodic group training sessions in which our experts reviewed their errors.

Not every student hired performs well as an annotator. After a few weeks we have a good idea of whether they will succeed at this task. After a couple of months (working 10 hours per week), they have usually become fairly accurate at this task. Within six months they usually reach an expert level of performance and will serve as trainers for a new generation of students.

Manually annotated data that is released for research has usually been annotated by at least two annotators and reviewed by an expert project leader. The total time spent on a 30-minute EEG file is about 15 minutes per annotator at a cost of about $10-$12/hour. When we include the time spent reviewing and organizing the data for release, we spend about 60 minutes of time per 30-minute EEG file, so the total cost is about $0.33/minute of data. Annotating a large corpus such as TUSZ averages about $1/minute when you include training costs and other overhead expenses.

These cost estimates are an approximation based on the average time spent on the files by the annotators. Some patients with severe forms of epilepsy (i.e. Lennox-Gastaut syndrome) are much harder to annotate and require multiple reviews and group discussion before reaching a consensus. On the other hand, normal records or milder forms of epilepsy patients (i.e. absence epilepsy) are much faster to annotate. Longer EEGs generally are faster to annotate because once baseline morphologies of the record are observed, it is easy to spot events of interest.

The board-certified EEG experts who participated in this study had completed their neurology residency, passed the neurology boards and had years of experience in the field. More importantly, these neurologists had extensive experience reviewing ICU EEGs rather than annotation for research purposes.

IRA tests were conducted using a two-class system­ – ictal and non-ictal. Student annotators had been trained to create multiclass annotations in which they note the type and spread of a seizure, but this type of annotation was not tested in this study.

Annotators were asked to simply mark onset and offset of the ictal events. No consideration was made to the start and end times of these events on individual channels. Channel-specific annotations are extremely useful for machine learning systems. However, our clinical experts typically only mark events across all channels. We refer to this as a “term-based annotation.” Since our experts were only comfortable doing this, we used term-based annotations as the basis for this study.

The analysis we present in this study includes comparisons between students, comparison to a consensus generated through group discussions between the students, and comparison to the expert gold-standard. A total of 14 cEEG files (5 + 9 from DU and EU) and 32 pruned files (from the TUSZ corpus) were used for three sessions of IRA tests which contained a total seizure duration of 13,054 seconds (out of 164,471 total seconds). Though each annotator reviewed the EEG records independently, student annotators were allowed to use books, notes, and web resources as general references since this is how they normally do their work.

## Evaluation Metrics and Inter-Rater Agreement Analysis

The similarity between two annotations is most often evaluated using the Kappa statistic. We have used Cohen’s Kappa coefficient (McHugh M. L., 2012) as our inter-rater agreement analysis metric. A Kappa coefficient was calculated for each pair of student annotators. The same statistic was used to evaluate IRA between the gold-standard and consensus annotations. The Cohen’s Kappa coefficient can be calculated as:

$κ= \frac{p\_{0}-p\_{e}}{1-p\_{e}},$ (1)

where $p\_{o} $is the relative observed agreement between raters (observed accuracy) and $p\_{e}$ is the hypothetical probability of chance agreement (expected accuracy). Values below 0 suggest no agreement, values in the range [0,0.20] indicate slight agreement, values in the range [0.20,0.60] indicate fair to moderate agreement, while values between [0.60,1.00] indicate substantial to complete agreement (Landis & Koch, 1977).

Intermediate variables in the calculation of Cohen’s Kappa coefficient such as observed accuracy and expected accuracy were computed from a measurement of the four types of classifications: true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN). Exactly how these quantities are estimated is an area of open research, see Shah et al. (2019). We have estimated these quantities using two common scoring metrics: any-overlap (OVLP) and epoch-based (EPOCH) scoring. OVLP considers a detection as any amount of overlap between events. EPOCH divides a record into equally sized subsamples called an “epoch” (defined as 1 second for our analysis) and scoring is performed on each epoch independently. compares the OVLP and EPOCH methods. The Kappa coefficient is calculated for both metrics and is cross-tabulated to represent intra-student and inter-expert analysis for all three seizure sets.

Identification of exact ictal onset and offset can be difficult in some events, especially those which evolve slowly. If the majority of a hypothesis annotation overlaps temporally with a reference annotation, then this event is considered as a correct detection. (In practice, guard bands must be used because these overlaps will be off by tens of milliseconds due to the imprecision of the manual annotation process.) OVLP addresses this concern by considering any overlap as a detection. This is in contrast to EPOCH scoring which evaluates agreement at every 1-second epoch. OVLP is event based; EPOCH scoring is time-alignment based. Therefore, these two metrics span the range of possible scoring metrics described in Shah et al. (2019).

It is worth noting that the EPOCH metric is biased towards longer events. Correct annotation of the longest seizures will deliver the greatest improvement to the overall results. Though Kappa statistics, including those created using the EPOCH method, are typically symmetric, this is not the case when calculated using parameters the OVLP method. presents an example of a seizure event in which the Kappa statistic calculated from parameters generated using the OVLP method will be different depending upon which rater is taken to be the reference. In the first case of rater A versus rater B, three hypotheses overlap with the first reference annotation, resulting in a single positive detection for that event. The alternate case of rater B versus rater A shows that a single hypothesis annotation overlaps with three reference events, resulting in three positive detections. For this reason, we always include full matrices when reporting Kappa statistics generated using the OVLP method.

Finally, we explore a variety of scoring metrics in Shah et al. (2019). The trends are similar for all of these metrics. With respect to seizure detection, we have not seen great variation in the Kappa statistic when using these different metrics.

# Results

In this section, we present the results of the IRA analysis for the three corpora previously described, beginning with TUSZ-IRA. According to the v1.2.0 annotations of TUSZ, there are 12 seizures in the subset of data selected. This set was assigned to four neurologists. Two of them were assigned 14 identical files while the other two were assigned 18 identical files. IRA for these two pairs is shown in . The agreement between clinical annotator 1 (C1) and annotator 2 (C2) on 14 files is almost perfect ($κ\~1)$ according to both OVLP and EPOCH methods. Similar evaluation of annotator 3 (C3) and 4 (C4) shows a very poor degree of agreement ($κ\~0.2) $according to both scoring metrics. This is a result of the fact that these annotators had significantly different approaches: C3 marked seizures very generously while C4 marked seizures very conservatively.

Note that TUSZ-IRA gold-standard annotations were established by constructing a consensus using the annotations from C1 and C2. In contrast, this approach couldn’t be used for the files reviewed by C3 and C4 due to the low IRA between them. Instead, the annotations were reviewed by an independent expert who concluded that C3’s annotations were mostly accurate and could serve as the basis for a gold-standard, with only minor changes.

 shows the pairwise agreement between the gold-standard (Gold) vs. the consensus (Cons) vs. the student annotators (St1 – St5). The Gold vs. Cons pair shows almost perfect agreement between the two groups with Kappa values at 1.0 according to OVLP and 0.87 according to EPOCH. Agreement between students is also fairly high. From the OVLP IRA results, it can be seen that St1 and St5 show perfect agreement on individual seizure events. There was less agreement between St1 and St2. An analysis of this indicated that there was some disagreement on seizure/non-seizure decisions as well as on duration.

Next, we provide an analysis for DUSZ in which shows the pairwise agreement between various combinations of annotator groups. The IRA Kappa values between individual student annotators and the gold standard range from moderate to substantial according to both scoring metrics. St1 and St4 show maximum agreement within the group and compare most favorably with the gold-standard annotations. OVLP results generated for DUSZ-IRA are non-symmetric due to the type of misalignment described in . St2 and St3 performed poorly according to both the gold-standard and the consensus annotations.

In we present IRA results for the EUSZ data set. The EUSZ corpus was created from the patients admitted between 2008 and 2010 for treatment at Emory University Hospital. A majority of these records contain widespread periodic discharges and rhythmic delta activities along with electrographic seizures. According to Haider et al. (2016), the data was challenging to annotate. However, our student annotators haves performed well during our IRA tests. Student annotators performed at the same level of agreement according to both gold-standard and consensus annotations.

We also conducted an analysis of statistical significance. Direct comparison of sets containing all gold standard annotations to those containing consensus or individual annotator pairs were considered. All tests are performed based on the EPOCH scoring metric with an epoch duration of 1 second. (top left) shows the histogram of Kappa scores based on individual files. To understand the normality of the distribution we performed a one-sample Kolmogorov-Smirnov test which yields a KS value of 0.685 (p-value < 0.001), indicating that the distribution can be considered as Gaussian. This same distribution is shown as a boxplot in the top right corner of the figure. It can be seen that overall IRA on most files is in the substantial to perfect range with some outliers in the moderate range. Whiskers of this plot spread from 0.62 in the lower range to 0.96 in the upper range. The bottom left figure shows individual boxplots for each IRA subset. Here, the second and third quartiles are in almost perfect agreement range for TUSZ and EUSZ. The DUSZ distribution has a greater range with its median value around ~0.7 and its lower whisker spreading to 0.5.

Performing a one-way ANOVA test on all student annotators rejects the null hypothesis with an *F*­‑value of 1.42 with *p*-value 0.239 for sensitivity and an *F*-value of 0.49 with *p*-value 0.684 for specificity calculated by the EPOCH scoring metric. From (bottom right), it can be seen that Pearson’s correlation coefficient calculated on time series for individual annotator’s annotations are highly correlated with respect to gold-standard annotations $(p < 0.001)$. Both tests suggest that student annotators’ performance is similar to each other as no one outperforms any other rater when compared to the gold standard. These consistent results are an important factor in the justification of development by this group of standards for seizure annotation. The two IRA metrics being used, OVLP and EPOCH, are correlated with a *ρ*-value of 0.58 with *p*-value of 0.002.

# Discussion

Continuous EEG (cEEG) is a vital tool for correctly diagnosing patients with epilepsy and other brain related diseases. These recordings, ranging in duration from hours to days, contain an overwhelming amount of data that requires manual interpretation. Neurologists are accustomed to quickly skimming through the record for prominent events and clear state changes. This process, however, can lead to the neurologists missing brief and/or low amplitude, yet still clinically relevant, events. Cursory annotations created in this way are not suited for use in the development of advanced machine learning technology. Trained undergraduate students obviously provide a much lower cost option for generating these annotations. This study demonstrates that a group of well-trained students can annotate EEG data with an acceptable level of accuracy.

Identification of seizures, even according to ACNS guidelines, is subjective and uses rules that cannot be applied universally. For example, some common rules advocated in the ACNS guidelines are vague in regards to (1) whether the frequency evolution of periodic lateralized discharges (PLDs) and generalized periodic discharges (GPDs) appearing in long bursts, (2) several post-status epilepticus stages and “gray zone” Ictal Interictal Continuum (IIC) phases, and (3) whether low frequency (1-3 Hz) spike and wave discharges lasting for more than 10 seconds, should be considered as seizures. These rules can result in annotation differences, even among experts. Moreover, even after there is consensus on an event, establishing an agreement on the precise onset/offset of these events is quite difficult.

One integral part of our work to reach consensus on such ambiguous data has been to develop an FAQ where examples can be discussed. This forum is open to the public and all are welcome to post their thoughts and analysis. This is a good way to establish consistency in our annotations. The link to our FAQ is:
*https://www.isip.piconepress.com/projects/tuh\_eeg/faq/index.shtml*.

It is unclear why agreement between student annotators and neurologists was relatively low in the EUSZ-IRA subset. This could be attributed to experts considering several low amplitude morphologies as clinically irrelevant. Despite this, student annotators have managed to maintain a consensus within the group. Compared to gold-standard annotations, student annotators’ mean sensitivity and specificity on all subsets are 80.77% and 97.14% respectively. Lower sensitivity compared to high specificity suggests that annotators were more inclined to avoid false alarms.

# Conclusion

This study is the result of a long-term effort by this group to develop an annotated seizure database of sufficient size, accuracy, and detail to facilitate the development of deep learning technology. We present this work to document the process used to validate the performance of our annotators. This study is significant because the study was performed on a variety of EEG records from different institutions. Further, we have assessed the ability of our annotators to accurately identify the onset and offset of every ictal event. We have used two separate scoring metrics as well to provide alternate perspectives on the results.

Our original intention was to create a larger volume of annotation data than what is currently present in the TUSZ-IRA test set. As previously mentioned, we distributed a portion of our Temple University Seizure Detection Corpus (TUSZ) to more than 20 neurologists but only four of them could deliver annotations. This illustrates the difficulty of engaging expert neurophysiologists in such studies. The time commitment necessary to create precise, detailed annotations is simply prohibitive for experts who carry heavy clinical workloads. We have demonstrated that undergraduate students can accurately annotate EEG data at a cost that is typically 10x lower than what it would take to hire clinical experts to do this work.

The tool our student annotators used to create, review, and edit annotations is available as open source code at *https://www.isip.piconepress.com/projects/tuh\_eeg/downloads/nedc\_demo/* (Capp et al., 2017). The TU data described in this study is available at *https://www.isip.piconepress.com/projects/tuh\_eeg* as well. These rapidly growing resources are having a significant impact on our ability to research and develop automatic interpretation technology.
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Table 3. Pairwise comparison between student annotators and the gold-standard annotations on the DUSZ-IRA subset

Table 1. Neurologist’s pairwise agreements on the TUSZ-IRA subset

|  |  |
| --- | --- |
| **OVLP** | **Hyp** |
| C1 | C2 |
| Ref | C1 | 1.000 | 1.000 |
| C2 | 1.000 | 1.000 |
| **EPOCH** | Hyp |
| C1 | C2 |
| Ref | C1 | 1.000 | 0.98 |
| C2 | 0.98 | 1.000 |
| **OVLP** | Hyp |
| C3 | C4 |
| Ref | C3 | 1.000 | 0.2 |
| C4 | 0.2 | 1.000 |
| **EPOCH** | Hyp |
| C3 | C4 |
| Ref | C3 | 1.000 | 0.159 |
| C4 | 0.159 | 1.000 |

Table . Kappa values for the TUSZ-IRA subset

|  |  |
| --- | --- |
| **OVLP** | **Hyp** |
| Gold | Cons | St1 | St2 | St3 | St4 | St5 |
| Ref | Gold | 1.000 | 1.000 | 0.949 | 0.837 | 0.815 | 0.945 | 0.949 |
| Cons | 1.000 | 1.000 | 0.949 | 0.837 | 0.815 | 0.945 | 0.949 |
| St1 | 0.949 | 0.949 | 1.000 | 0.895 | 0.865 | 0.895 | 1.000 |
| St2 | 0.836 | 0.836 | 0.894 | 1.000 | 0.762 | 0.886 | 0.894 |
| St3 | 0.818 | 0.818 | 0.867 | 0.767 | 1.000 | 0.767 | 0.867 |
| St4 | 0.945 | 0.945 | 0.894 | 0.886 | 0.762 | 1.000 | 0.894 |
| St5 | 0.949 | 0.949 | 1.000 | 0.895 | 0.865 | 0.895 | 1.000 |

|  |  |
| --- | --- |
| **EPOCH** | **Hyp** |
| Gold | Cons | St1 | St2 | St3 | St4 | St5 |
| Ref | Gold |  | 0.870 | 0.829 | 0.727 | 0.881 | 0.831 | 0.886 |
| Cons |  |  | 0.812 | 0.828 | 0.933 | 0.846 | 0.932 |
| St1 |  |  |  | 0.764 | 0.856 | 0.824 | 0.869 |
| St2 |  |  |  |  | 0.835 | 0.858 | 0.832 |
| St3 |  |  |  |  |  | 0.869 | 0.959 |
| St4 |  |  |  |  |  |  | 0.865 |
| St5 |  |  |  |  |  |  |  |

Table . Pairwise comparison between student annotators and the gold-standard annotations on the DUSZ-IRA subset

|  |  |
| --- | --- |
| **OVLP** | **Hyp** |
| Gold | Cons | St1 | St2 | St3 | St4 |
| Ref | Gold | 1.000 | 0.729 | 0.729 | 0.327 | 0.419 | 0.766 |
| Cons | 0.745 | 1.000 | 0.974 | 0.458 | 0.556 | 0.862 |
| St1 | 0.745 | 0.974 | 1.000 | 0.487 | 0.586 | 0.862 |
| St2 | 0.428 | 0.536 | 0.570 | 1.000 | 0.582 | 0.556 |
| St3 | 0.468 | 0.575 | 0.605 | 0.512 | 1.000 | 0.574 |
| St4 | 0.780 | 0.861 | 0.861 | 0.475 | 0.555 | 1.000 |

|  |  |
| --- | --- |
| **EPOCH** | **Hyp** |
| Gold | Cons | St1 | St2 | St3 | St4 |
| Ref | Gold |  | 0.736 | 0.686 | 0.531 | 0.576 | 0.708 |
| Cons |  |  | 0.921 | 0.627 | 0.679 | 0.833 |
| St1 |  |  |  | 0.641 | 0.664 | 0.826 |
| St2 |  |  |  |  | 0.657 | 0.616 |
| St3 |  |  |  |  |  | 0.647 |
| St4 |  |  |  |  |  |  |

Table . Pairwise comparison between student annotators and the gold-standard annotations on the EUSZ-IRA subset

|  |  |
| --- | --- |
| **OVLP** | **Hyp** |
| Gold | Cons | St1 | St2 | St3 | St4 |
| Ref | Gold | 1.000 | 0.834 | 0.798 | 0.833 | 0.823 | 0.852 |
| Cons | 0.838 | 1.000 | 0.923 | 0.882 | 0.967 | 0.912 |
| St1 | 0.796 | 0.920 | 1.000 | 0.865 | 0.909 | 0.895 |
| St2 | 0.838 | 0.882 | 0.869 | 1.000 | 0.882 | 0.890 |
| St3 | 0.837 | 0.969 | 0.917 | 0.888 | 1.000 | 0.906 |
| St4 | 0.849 | 0.908 | 0.894 | 0.884 | 0.896 | 1.000 |

|  |  |
| --- | --- |
| **EPOCH** | **Hyp** |
| Gold | Cons | St1 | St2 | St3 | St4 |
| Ref | Gold |  | 0.779 | 0.752 | 0.740 | 0.739 | 0.758 |
| Cons |  |  | 0.967 | 0.825 | 0.825 | 0.855 |
| St1 |  |  |  | 0.818 | 0.827 | 0.836 |
| St2 |  |  |  |  | 0.823 | 0.853 |
| St3 |  |  |  |  |  | 0.848 |
| St4 |  |  |  |  |  |  |
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Figure 1. Example of a neurologist’s descriptive annotation

Figure 2. Seizure duration distribution for the TUSZ, DUSZ and DUSZ IRA subsets

Figure 3. A demonstration of the Overlap (top) and Epoch (bottom)

Figure 4. An example of inconsistencies in the OVLP scoring metric

Figure 5. Student annotators’ IRA results
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Figure . Example of a neurologist’s descriptive annotation (Top) and student annotators’ channel specific annotation (Bottom) of TUSZ dataset



Figure . Seizure duration distribution for the TUSZ, DUSZ and DUSZ IRA subsets





Figure . A demonstration of the Overlap (top) and Epoch (bottom) scoring metrics





Figure . An example of inconsistencies in the OVLP scoring metric





Figure . Student annotators’ IRA results